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I.1 Introduction

Reactive scattering events are those in which the ”chemical identity” of at least
some of the particles changes. Included in this would be chemical exchange
reactions, dissociation, ionisation, charge transfer, and electronic excitations, or a
combination of these. Since the ”chemical identity” of the species in a scattering
process is a persistent asymptotic property, the theory of such processes must
include all relevant asymptotic states which may occur or be measured.



Remarks to quantum reactive scattering
• detailed study of the dynamics of simple chemical reactions in the gas phase
and on solid surfaces is a major area of modern physical chemistry

• ”complete” picture of the state-to-state dynamics of atom-diatom reactions
such as

A+BC(v, j)→ AB(v′, j′) + C (1)

• accurate quantum mechanical calculations up to 1986

H +H2(v = 0, j = even)→ H2(v′ = 0, j′ = odd) +H (2)

• classical trajectory calculations: possible on a wide range of reactions, including
those involving polyatomic molecules

• since 1986 remarkable progress in QM 3D chemical reactions
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(a) (b)

Figure 1: (a) A classical trajectory of a particle in a central force field: r, θ are
the instantaneous coordinates of the particle, ρ is the impact parameter, rc is the
distance of closest approach, and Θ is the scattering angle, (b) The cross section
σ(∆Ω) is the area of that part of the target which scatters into ∆Ω.

– Ralph Jaquet, University Siegen – 3



most detailed quantity: differential cross section (Fig. 1)

dσv,j→v′,j′(θ, E)
dΩ

(3)

probability of producing the product state (v′, j′) from the reactant state (v, j)
with a solid scattering angle Ω = (θ, φ) and fixed collision energy E

• crossed molecular beam experiments: DCS resolved with respect to θ

• averaging over the scattering angle: integral cross sections

σv,j→v′,j′(E) = 2π
∫ π

0

dσv,j→v′,j′(θ, E)
dΩ

sin θdθ (4)

• in principle be measured in less sophisticated bulk experiments
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thermal rate constants k(T ):

Boltzmann averaging these integral cross sections over the initial rovibrational
state (v, j) and collision energy E and summed over all possible product states
(v′, j′)
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Theory of chemical reaction dynamics:

• provides a crucial link between the results obtained in detailed state selective
molecular beam experiments and thermally averaged bulb measurements

exact quantum mechanical methods:
• well established for solving inelastic scattering (energy transfer) problems

• 3D QM reactive scattering problem has begun to become ”routine”
slow progress??

• coordinates which most conveniently describe the reactants of a chemical
reaction are not particularly convenient for describing the products, and vice versa

• quantum mechanical calculations must, by virtue of the Uncertainty Principle
describe all regions of the available coordinate space at once
• classical trajectories: no coordinate problem
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• four main categories (see Fig. 2): computer modelling, many-channel theories,
many-body theories and trajectory theories
• time-independent coupled-channels approach: linear algebraic variational
methods and propagation methods
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Figure 2: Different theoretical approaches for reactive molecular collisions [20]
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Overview of quantum reactive methods and remarks to the coupled
equations problem

two formal approaches have become important in the quantum theory of atom-
diatom reactive scattering:

the traditional ordinary SE approach:
the difference between reagents and products is accounted for essentially by
appropriate design of coordinate system, i.e., on the ’kinematical level’ of
description

the generalised SE approach: approach offered by the arrangement channel
quantum mechanics (Kouri and Baer (1986))

the problem of existence of different asymptotic in reactive collisions is resolved
on the ’dynamical level’, by intervening into the structure of the equation of
motion
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(a) Jacobi coordinates (b) Hyperspherical coordinates

(c) Natural coordinates
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• most of the coordinate systems (see Fig. 3) which have been especially
’designed or adapted’ to description of atom-diatom reactive scattering fall into
the category of natural reaction coordinates (Marcus 1966 , Light 1971) or into
the category of hyperspherical coordinates (Smith 1960, Johnson 1980)

• essential difference between these categories concerns construction of the
so-called scattering coordinate: a coordinate which measures the progress the
collision system has made from (or to) the condensation stage to (or from) the
fragmentation stage

• three different atom-diatom fragmentations -arrangement channels - possible
in a triatomic system and the three-atom dissociation channel which is usually
excluded from consideration
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natural reaction coordinate systems:

the scattering coordinate is defined separately for every atom-diatom arrangement
channel, usually as an are length along some reference curve in the space of relative
configurations of the three atomic nuclei which is placed possibly close to the
path of minimum electronic energy within a respective arrangement channel region
(’tube’) of this space

hyperspherical coordinate systems:

the scattering coordinate-the hyperradius-is defined to describe simultaneously all
the fragmentation channels possible in a collision system. There is no need for
troublesome matching of solutions arising in the strong interaction region. The
hyperspherical coordinates become inadequate, however, in describing the system
at the fragmentation stage, with atom and diatom fragments infinitely separated.
This causes some complications in asymptotic analysis of solutions of the SE
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generalised SE approach:

• a decomposition of the total wavefunction into pieces - each describing only
one atom-diatom arrangement channel - is made which corresponds, in a sense,
to the division of the configuration space into the separate arrangement channel
regions in the natural reaction coordinate-ordinary SE approach.

• the matching of the total wave function generated in the different arrangement
channel regions is replaced with a coupling of the different arrangement channel
components of the total wavefunction which is introduced explicitly into the
generalised SE, usually in the form of potential-like terms.

• the choice of coordinate representation is not as essential for overall adequacy
of description of reactive collision as in the case of the ordinary SE but it still
matters a lot when the generalised equation is to be practically solved.

• of some importance is the fact that each component of the total wavefunction

– Ralph Jaquet, University Siegen – 13



may be represented in its own coordinate system, most suitable for describing a
given atom-diatom arrangement.

• all the channel coordinate systems may have a common scattering coordinate
or three different channel scattering coordinates may be employed.

practical approaches: ordinary or generalised SE

• close-coupling methods and variational methods

• variational principle connected with the quantum-mechanical equations of
motion

• differences: lies in assumed form of trial solutions of these equations, the ’best’
of which is sought for by any individual method
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close-coupling methods:

• trial wavefunctions or their arrangement channel components are in the form of
expansions in some basis functions which span the parts of the entire configuration
space available to the collision system on surfaces with fixed values of the
scattering coordinate or the parts of the particular arrangement channel regions
on surfaces with fixed values of respective channel scattering coordinates

• the basis functions may be modified, stepwise or continuously, with changing
the parameters of the surfaces and the expansion coefficients have to be, of
course, functions of the scattering coordinate(s)

• coefficient functions which correspond to the actual (approximate) solution of
the ordinary or of the generalised SE, sets of coupled equations-differential or
integro -differential in cases with multiple scattering coordinates-are obtained

• the number of equations in a set is made finite by retaining only the most
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closely coupled ones-the close-coupling approximation

• the strength of coupling depends on the shape of the potential surface, on
properties of the basis functions and on the coordinate system employed

• for usefulness of the close-coupling methods, it is important that a kind of (quasi-
)separability exists in the collision system between motion along the scattering
coordinate and motions along the remaining coordinates in the coordinate system
chosen which allows truncation of the coupled equations to a small set

variational methods:

• trial solutions are expanded in basis functions which describe all degrees of
freedom of the collision system

• from the condition of stationarity of the functional employed, sets of algebraic
equations are obtained for the expansion coefficients
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• since the choice of coordinates and of basis functions is not limited by any
quasi-separability requirement these direct variational (algebraic) methods are
potentially more flexible than the close-coupling methods in describing collision
systems at the condensation stage and therefore are particularly suitable for
reactive systems

• methods have been developed using various versions of the Kohn principle,
for the scattering S-matrix (Zhang and Miller 1987, 1989), for the log-derivative
matrix (Manolopoulos et al 1989), and for the Wigner R matrix (Linderberg et al
1989)

• these methods can be exploited to carry out calculations within the generalised
as well as within the ordinary SE approaches

• a parallel (actually an earlier) trend in the search for efficient algebraic
methods for molecular reactive scattering calculations has been concerned with
the generalised Lippmann-Schwinger equations rather than with the SEs and
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has resulted in developing methods which use the Schwinger or Schwinger-like
expressions for the reactance matrix (Schwenke et al 1988, Zhang et al 1988)
and the methods based on the Newton variational principle (Schwenke et al 1988,
1989) and on the scattering wave variational principle (Sun et al 1990 )

close-coupling methods (CC):

• being undoubtedly the most powerful and convenient methods of investigating
non- reactive molecular scattering processes (see Lester (1976)

• have played the leading role in advancing the description of reactive atom-
diatom collisions from the stage of collinear models to the present level of
rigorous quantum-mechanical treatment in full dimensionality

• CC- method seems to be the most natural choice within the ordinary SE
approach.
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• numerous formulations of the coupled equations for atom-diatom reactive
scattering have appeared in the literature

• representative of the class of formulations using natural reaction coordinates
and involving matching procedures are those by Elkowitz and Wyatt (1975), by
Schatz and Kuppermann (1976) and by Walker et al (1976)

• formulations using hyperspherical coordinates were proposed by Kuppermann
et al (1980), Römelt and Manz (1980), Pack and Parker (1987), etc.
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I.2 Some aspects to quantum molecular scattering in chemical dynamics

Chemical dynamics:

• link between the potential energy surface (or surfaces) and physically observable
chemical phenomena

• the potential surface comes in principle from an ab initio quantum chemistry
calculation (within the Born-Oppenheimer approximation) or often constructed by
some more approximate model, e.g., semiempirical quantum chemistry or totally
empirical ”force field” models

Elastic Scattering

– study of elastic scattering: in 1960’s an important project for developing the
tools to be used to study more interesting processes
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– elastic scattering of the rare gas atoms, e.g. Y.T.Lee’s (1986 Nobel Prize with
M. Polanyi and D. Herschbach)

– measurements of the differential scattering cross sections allowed the definitive
determination of the intermolecular potential energy function V (r) of essentially
all the rare gas atoms with each other

fully rigorous quantum mechanical elastic differential cross section;

σE(θ) =

∣∣∣∣∣ 1
2ik

∞∑
l=0

(2l + 1)Pl(cos θ)(e2iηl(E) − 1)

∣∣∣∣∣
2

(5)

phase shift ηl(E), orbital angular momentum l, energy E:
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determined from the asymptotic form of the regular solution of the radial SE(
−~2

2µ
d2

dr2
+ V (r) +

~2l(l + 1)
2µr2

− E
)
flE(r) = 0 (6)

asymptotic boundary condition:

lim
r→∞

flE(r) ∝ sin(kr − πl
2

+ ηl(E)) (7)

• given V (r) and E: solve SE, obtain ηl(E) and compute σE

hundreds (or thousands) of values of l’s may be needed

– Elastic scattering: theoretical workhorse in earlier years for developing many
approximate theoretical methods
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semi-classical approximation to quantum mechanics:
1959 Ford and Wheeler: approximations by which the rigorous quantum cross
section of eqn. (5-7) degenerates to the completely classical cross section

σE(θ) = Σk
bk

sin θ |Θ(bk)|
(8)

bk ≡ bk(θ): impact parameters, classically scatter at angle θ

|Θ(b)| = θ (9)

Θ(b): classical deflection angle as a function of b (r0: classical turning point)

Θ(b) = π −
∫ ∞

r0

dr
2b
r2

(
1− V (r)

E
− b2
r2

)−1
2

(10)
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– WKB approximation for the phase shift and the Legendre polynomial, to
replace the sum over l by an integral, evaluate the integral by the stationary
phase approximation

σE(θ) = |Σk(
bk

sin θ |Θ(bk)|
)
1
2eiφk/~|2 (11)

{bk}: the same as in the classical cross section

– l (l ≡ kb, k =
√

2mE/~2) for which the phase in the integral over l is
stationary, makes the dominate contribution to the sum/integral

– phases {φk} are the classical action for the kth trajectory that classically
scatters at angle θ

– eqn. (5, 8), and (11) show the generic structure relating quantum, classical,
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and the semiclassical correction in scattering cross sections:

σSC(θ) = σCL(θ) + interference terms, (12)

interference: between the different classical contributions to the cross section
(most fundamental effect of quantum mechanics)
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Inelastic Scattering

– excitation or relaxation of rotational and vibrational degrees of freedom and
also of electronic states

– rovibrational inelasticity: understanding classical transport phenomena in
gases, vibrational relaxation of highly excited molecules in unimolecular reactions
(Lindeman mechanism)

A+B → A∗ +B (13)

A∗ +B → A+B (14)

A∗ → products (15)

– understanding vibrational de-activation of highly excited vibrational states

– Ralph Jaquet, University Siegen – 26



– electronically inelastic collisions: important in many gas laser systems, in the
upper atmosphere, and in plasmas; involve ions as collision partners

quantum mechanical description of an inelastic scattering process:

(leaving aside details involving angular momentum)

Ψi(r, ξ) =
∑

j

φj(ξ)fj←i(r) (16)

{φj(ξ)}: bound-state eigenfunctions for the internal (rotational, vibrational,
and electronic) degrees of freedom (ξ: collectively denoting the appropriate
coordinates) of the colliding molecules, r: the radial (translational) coordinate
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• radial function (matrix) fj←i(r): determined by the coupled-channel SE:

(
−~2

2µ
d2

dr2
− Ej

)
fj←i(r) +

∑
j′

Vj,j′(r)fj′←i(r) = 0 (17)

Vj,j′(r): interaction potential V (ξ, r)} with respect to the basis of internal states

Vj,j′(r) =
∫
dξφj(ξ)V (ξ, r)φj′(ξ) (18)

Ej = E − εj, E: total energy, εj: energy eigenvalue,(φj )

• boundary conditions: radial functions: regular for r → 0, for large r incoming
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radial wave in initial channel i and outgoing waves in all open channels

lim
r→∞

fj←i(r) ∼ −
e−ikir

v
1
2
i

δj,i +
eikjr

v
1
2
j

Sj,i(E) (19)

vj =
√

2Ej/µ: translational velocity for channels j, Sj,i: S-matrix ( scattering
cross sections)

• full wavefunction at large r:

Ψi(r, ξ) ∼ −φi(ξ)
e−ikir

v
1
2
i

δj,i +
∑

j

φj(ξ)
eikjr

v
1
2
j

Sj,i(E) (20)

initial channel i has an incoming radial wave, all channels have outgoing
(scattered) waves
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• S-matrix: unitary, interpretation as the probability amplitude for the i → j
transition

Pj←i = |Sj,i|2 (21)

total angular momentum J is conserved: orbital angular momentum of relative
motion plus any angular momentum from the internal degrees of freedom (because
of the isotropy of space)

diagonal label of the S-matrix, SJ
j,i(E)

• state-to-state differential cross section: most detailed possible scattering
observable

σ
j←i

(θ) =

∣∣∣∣∣ 1
2iki

∞∑
J=0

(2J + 1)dJ
mj,mi

(θ)(SJ
j,i(E)− δj,i)

∣∣∣∣∣
2

(22)

dJ
mj,mi

(θ): Wigner rotation function, mi, mj: projections of the total angular
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momentum onto the initial and final relative velocity vectors

– eq. (22) is the generalisation of (5) for the elastic scattering of two structureless
particles: J → l (the orbital angular momentum l is the total angular momentum),
mj and mi → 0, dJ

00 = Pl(cosθ):

SJ
j,i(E)→ e2iηl(E) (23)

– theoretical task: solve (17) with the boundary conditions of (19) to obtain the
S-matrix

number of channels can be large: > 1000

number of rovibr. states of a diatomic molecule with energy < E:

N(E) =
∑
v=0

∑
j=0

(2j + 1)h(E − εvj) (24)
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rigid rotor-harmonic oscillator approximation:

εvj ≈ ~ω(v +
1
2
) +Bj(j + 1) (25)

ω: vibrational frequency, B: rotation constant

N(E) ≈ E2

2~ωB
(26)

E = 0.14 eV, ~ω = 2000 cm−1, B = 1 cm−1 (O2, N2, CO): N ∼ 160
I2 (~ω = 215 cm−1, B = 0.037 cm−1): N ≈ 40, 000!
collision of two diatomics at energy E:

N(E) ≈ E4

4!~ω1~ω2B1B2
≈ 1

6
N1N2 (27)
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N1, N2: number of channels for molecules 1 and 2
• the more channels strongly coupled: the better is to approximate the dynamics
by classical mechanics (more channels for heavier the particles)

• classical trajectory simulations: equations of motion to be solved (Hamiltonian’s
equations) grows linearly with the number of particles

• coupled-channel: numbers of coupled channels in the coupled-channel SE grows
exponentially with this number

variety of approximate quantum mechanical and semiclassical theories:

some of the degrees of freedom can be treated as slow or fast compared to others,
leading to sudden or adiabatic approximations, and in some cases the coupling
between translational and internal motion can make perturbation theory a useful
approximation
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Classical S-matrix theory: ”rigorous” semiclassical theory

– incorporates the full classical mechanics for all degrees of freedom without
approximation

– generalisation of the Ford and Wheeler semiclassical description of elastic
scattering

inelastic transition probability:

PSC
j←i = |ΣkP

(k)1
2

j,i e
iφ

(k)
j,i /~|2 (28)

P
(k)
j,i : classical contribution to the i→ j transition from the kth trajectory

• complete classical transition probability:

PCL
j←i = ΣkP

(k)
j,i (29)
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φi,j: classical action integral along the corresponding trajectory

• semiclassical transition probability:

PSC
j←i = PCL

j←i + interference (30)

• Interference between the different classical trajectories:

”rainbows” in the product distribution of internal states

analogous effects in the angular distribution of the DCS in elastic scattering
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Reactive Scattering

– Quantum mechanical reactive scattering:
• provides the fundamental, rigorous and the most complete description of a
chemical reaction allowed by the basic laws of nature
• most complicated to deal with because of the lack of one physically appropriate
set of coordinates for ”translation” and ”internal” degrees of freedom
• natural coordinates for describing translational and internal degrees of freedom
for the reactant molecules are not the natural ones for describing those of the
products
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Figure 4: Schematic depiction
of a collinear A + BC → AB
+ C potential energy surface
and different ways of choosing
coordinates. (a) Jacobi
coordinates for arrangement
a (A + BC) and c (AB +
C), (b) reaction path (’natural
coordinates’) coordinates, (c)
hyperspherical (here simply
polar) coordinates.
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Why a basis set variational approach to reactive scattering?

• theory of reactive scattering: more complicated than that for elastic and inelastic
scattering

• different coordinates and different formulations of reactive scattering

– inelastic scattering process (i.e. vibrational excitation)

A+BC(n)→ A+BC(n′) (31)

• standard Jacobi coordinates (ra, Ra) are the natural choice

coupled-channel expansion of the wavefunction:

ψn1 =
∑

n

φn(ra)fn←n1(Ra) (32)
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{φn}: vibrational eigenfunctions for BC, n1: initial vibrational state

standard coupled-channel equations:

0 = (−h
2

2µ
d2

dR2
a

− En)fn←n1(Ra) +
∑
n′

Vn,n′(Ra)fn′←n1
(Ra), (33)

Vn,n′(Ra) =
∫
draφn(ra)(V − v)φn′(ra) (34)

En = E − εn, n, E, εn , V , v

– ”coordinate problem”: (ra, Ra) are natural for A+BC and not appropriate for
describing AB+C.

– formulation by Miller (1969): Jacobi coordinates for the various ”arrangements”
(i.e. A+BC, AB+C, AC+B) are all used simultaneously
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– collinear case: expansion for the wavefunction

Ψγ1n1 =
∑

n

φa
n(ra)fan←γ1n1(Ra) +

∑
n

φc
n(rc)fcn←γ1n1(Rc) (35)

γ = a(A+BC), b(B+AC), or c(C+AB), {φa
n} and {φc

n}

– two independent coordinates (degrees of freedom) for the collinear case, ra
and Ra are functions of rc and Rc

• philosophy of this approach: similar to LCAO

χ(r) =
∑

i

aiφ
a
i (ra) +

∑
i

biφ
b
i(rb) (36)

ra, rb: electron-coord. with respect to nuclei a and b
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– eq. (35) is thus a natural and efficient way to represent a reactive scattering
wavefunction, but it introduces the complexity that the coupling between terms
corresponding to different arrangements are nonlocal, exchange type interactions

(− h2

2µa

d2

dR2
a

− Ea
n)fan←γ1n1(Ra) +

∑
n′

Van,an′(Ra)fan′←γ1n1
(Ra)

−
∑
γ 6=a

∑
n′

∫
dRγVan,γn′(Ra, Rγ)fγn′←γ1n1

(Rγ) = 0

(37)

– exchange interaction: couples states of different arrangements, analogous to
electron exchange interactions in quantum chemistry

• analogous to the Hartree-Fock equations of electronic structure theory, cannot
be solved by finite difference algorithms
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– the most satisfactory way of dealing with exchange is analogous to what
quantum chemists do in the Hartree-Fock problem, namely to expand the unknown
wavefunctions in a basis set and determine the expansion coefficients via a
variational principle

• simplest variational method - the Kohn variational principle- is essentially
the Rayleigh-Ritz variational principle for eigenvalues modified to incorporate
scattering boundary conditions, it is free of anomalous singularities if it is
formulated with S-matrix type boundary conditions rather than standing wave
boundary conditions as had been typically used previously

– variational expression for the S-matrix:

S [Ψf ,Ψi] = S
(0)
fi +

i

~
〈Ψf |H − E|Ψi〉 (38)

Ψf and Ψi: variational (”trial”) wavefunctions, have to satisfy the correct
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boundary conditions:

Ψl(ξ, r) ∼ −
e−iklr

v
1
2
l

φl(ξ) +
∑

j

eikjr

v
1
2
j

φj(ξ)S
(0)
j,l (39)

– Ansatz for trial function:

Ψl(ξ, r) = Φl(ξ, r) +
∑

j

Φj(ξ, r)∗Cj,l +
∑

k

χk(ξ, r)Ck,l (40)

Φl(ξ, r): asymptotically incoming radial wave in channel l

Φl(ξ, r) ∼
e−iklr

v
1
2
l

φl(ξ) (41)
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Φ∗l : outgoing wave, {χk}: L2 basis for the interaction (small r) region, {Cj,l}
and {Ck,l}: variational parameters, S-matrix has to be extremized

– variational condition:

0 =
∂

∂Cλ
S({Cj,f}, {Cl,f}, {Cj,i}, {Cl,i}) (42)

– leads to linear equations for the coefficients which are solved by matrix inversion
– using the coefficients in the expression for the S-matrix: variationally optimum
result

Sf,i =
i

~
(Mf,i −MT

f M−1Mi) (43)

Mf,i = 〈Φf |H − E|Φi〉 (44)
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Ml =
{〈

Φ∗j |H − E|Φl

〉
〈χk|H − E|Φl〉

}
(45)

for l = i and f and

M =

{〈
Φ∗j′|H − E|Φj

〉
,
〈
Φ∗j′|H − E|χk

〉
〈χk′|H − E|Φj〉 , 〈χk′|H − E|χk〉

}
(46)

• scattering problem: has been cast in the form of a standard quantum mechanical
calculation, i.e., computing matrix elements of the Hamiltonian with respect to a
set of basic functions and then performing a linear algebra calculation

• power of this variational result: applies also for reactive scattering provided if
one includes an arrangement label: A + BC (vjm) → AB (v′j′m′) + C
initial channel index i: ≡ (avjm), arrangement a and quantum state (vjm), final
channel label f = (cv′j′m′)
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– coordinates appropriate for asymptotic channel l may be different for different
channels

Φl ∼ −
e−iklrl

v
1
2
l

φl(ξl) (47)

– many of the recent accurate quantum reactive scattering calculations have
utilised the above approach
– methods using hyperspherical coordinates have been the primary alternative
– first complete state-to-state differential cross section calculations: H+H2

reaction (isotopic variants), F+H2 → HF + H reaction (mostly for J = 0 only)

H +H2(ortho)→ H2(para) +HD +H2 → HD +HH +D2 → HD +D,
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– cumulative reaction probability (CRP) for a reaction: without having to solve
for the individual state-to-state S-matrix elements

thermally averaged rate constant for a reaction can be expressed as the Boltzmann
average of the CRP N(E):

k(T ) = [2π~Qr(T )]−1

∫ ∞
−∞

dEe−E/kTN(E) (48)

CRP: sum of reactive probabilities, squares of S-matrix elements, over all open
reactant and product channels

N(E) =
∑

nr,np

|Snp,nr(E)|2 (49)

nr(np): asymptotic channel states of the reactant (product)
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CRP can also be expressed as

N(E) =
1
2
(2π~)2tr[F̂ δ(E − Ĥ)F̂ δ(E − Ĥ)] (50)

Ĥ: Hamiltonian operator, F̂ : flux operator , independent of individual reactant
and product states, δ(E − Ĥ): the microcanonical density operator

– inelastic and reactive collision processes may also involve changes in the
electronic state:

requires only the addition of the electronic state index to the channel label in the
coupled-channel equations or basis functions

in practice, requires that one knows the non-adiabatic coupling and the different
potential energy surfaces
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I.3A General remarks: Quantum scattering, scattering matrix, Møller
operators, etc.

• Time evolution: Schrödinger equation (~ = 1)

i
d

dt
|ψt >= H|ψt > (51)

conservative systems: Hamiltonian H is independent of t

• general solution:

|ψt >= U(t)|ψ >= e−iHt|ψ > (52)

– basic theorem on linear operators: H is selfadjoint, the evolution operator
U(t) is unitary
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– evolution operator maps the state vector for time zero (|ψ >) onto the
corresponding vector for time t

The description of quantum scattering closely parallels the classical formalism:

• classical orbit x(t) is satisfying Newton’s equation

• state vector |ψt > satisfying the TDSE

– |ψt >: any vector in the appropriate Hilbert space H

– U(t)|ψ >: no longer an orbit in real space R3

every orbit U(t)|ψ > can be uniquely identified by the fixed vector |ψ >, which
is just the state vector at the instant t = 0

– fixed local potential: suppose that the orbit U(t)|ψ > describes the evolution
of some scattering experiment
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– when followed back to a time well before the collision U(t)|ψ > represents a
wave packet that is localized far away from the scattering center and behaves like
a free wave packet

motion of a free particle is given by the free evolution operator:

U0(t) = e−iH0t (53)

and as t→ −∞,

U(t)|ψ >→t→−∞ U0(t)|ψin > (54)

for some vector |ψin >

the limit means that the difference of the two vectors tends to zero
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• the actual state U(t)|ψ > becomes experimentally indistinguishable from the
freely evolving state U0(t)|ψin >

• after the collision the particle moves away again and we expect that

U(t)|ψ >→t→+∞ U0(t)|ψout > (55)

for some |ψout >

– these two limits are analogous to the classical limits as seen in Fig. 5a

• analogy with the classical terminology the asymptotic free orbits of eqn. (54)
and (55) are called the in and out asymptotes of the actual orbit U(t)|ψ >

• quantum asymptotes (54) and (55) are labeled by the fixed vectors |ψin > and
|ψout >
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• not every orbit U(t)|ψ > will have asymptotes

• there will be certain scattering orbits that do have asymptotes

• scattering states together with the bound states will span the space H of all
states

• every vector in H (labelled |ψin > or |ψout >) represents the asymptote of
some actual orbit

• for every vector |ψin > in H there is a solution U(t)|ψ > of the SE that is
asymptotic to the free orbit U0(t)|ψin > as t → −∞;

and for every |ψout > as t → +∞

– This result is known as the asymptotic condition:

If V (r) falls off fast enough (for r → ∞), then for every |ψin > in H there is a
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|ψ > such that

U(t)|ψ > −U0(t)|ψin >→t→−∞ 0 (56)

and

likewise for every |ψout > in H as t → +∞

– The asymptotic condition guarantees:

• any |ψin > in H is in fact the in asymptote of some actual orbit U(t)|ψ >

• the actual state |ψ > of the system at t = 0 is linearly related to the in
asymptote |ψin >

|ψ >= lim
t→−∞

U(t)†U0(t)|ψin >≡ Ω+|ψin > . (57)
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the actual state |ψ > at t = 0 that will evolve into the out asymptote labelled by
|ψout > is

|ψ >= lim
t→+∞

U(t)†U0(t)|ψout >≡ Ω−|ψout > (58)

The two operators Ω±, defined as the limits

Ω± = lim
t→∓∞

U(t)†U0(t) (59)

are called the Møller wave operators (limits of a unitary operator and so are
isometric).

– acting on any vector in H, they give the actual state at t = 0 that would
evolve from (or to) the asymptote represented by that vector(Fig. 5b)
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(a) (b)

Figure 5: (a) Typical scattering orbit, (b) Classical representation of the roles of
the Møller operators
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additional notation:

Ω+|φ >≡ |φ+ > [any|φ >] (60)

Ω−|χ >≡ |χ− > [any|χ >] (61)

|φ+ >: represents the actual state of the system at t = 0, if the in asymptote
was |ψin >= |φ >

|χ− >: represents the actual state at t = 0, if the out asymptote were going to
be |ψout >= |χ >
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various notations can be summarised:

in asymptote
Ω+→ {actual state

at t=0 }
Ω−← out asymptote

|ψin > → |ψ > ← |ψout >
|φ > → |φ+ >

|χ− > ← |χ >

(62)

every |ψin > (or(|ψout >) in H labels the in (or out) asymptote of a unique orbit
U(t)|ψout >

the Møller operators Ω± map each |ψin > (or |ψout >) in H onto the
corresponding scattering state |ψ > in R (Fig. 6)
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Figure 6: The Møller operators Ω± map the in and outasymptotes, represented
by |ψin > and |ψout >, onto the actual orbit labelled by ψ.
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The Scattering Operator:

so far: the actual scattering state at t = 0 expressed in terms of either of its two
asymptotes

• ultimate goal:

• express the out asymptote in terms of the in asymptote without reference to
the experimentally uninteresting actual orbit

• because Ω− is isometric, the relation |ψ >= Ω−|ψout > can be inverted

• since Ω†−Ω− = 1, we simply multiply on the left by Ω†− to give

|ψout >= Ω†−|ψ >= Ω†−Ω+|ψin > (63)
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• definition of the scattering operator:

S = Ω†−Ω+ (64)

|ψout >= S|ψin > (65)

• S gives |ψout > directly in terms of |ψin >

• if a particle enters the collision with in asymptote |ψin >, then it leaves with
out asymptote |ψout >= S|ψin >

• only the asymptotic free motion is observable in practice, the single operator
S contains all information of experimental interest

• if we know how to calculate S, then the scattering problem is solved

– Ralph Jaquet, University Siegen – 61



• experimentally relevant scattering probabilities:

• the quantity of interest is the probability that a particle that entered the collision
with in asymptote |φ > will be observed to emerge with out asymptote |χ >

• the actual state at t = 0, which will evolve from the in asymptote |φ > is
|φ+ >= Ω+|φ >, while the actual state at t = 0, which would evolve into the
out asymptote |χ > is |χ− >= Ω−|χ >

• the required probability amplitude is just the scalar product of the actual states
at any given time:

P (χ← φ) = | < χ−|φ+ > |2 (66)

= | < χΩ†−Ω+φ > |2 (67)

= | < χ|S|φ > |2 (68)
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• the probability amplitude for the process (χ← φ) is just the S-matrix element
< χ|S|φ >

• P (χ← φ) is not directly observable

• one cannot actually produce or identify uniquely defined wave packets |φ > and
|χ >

• experimentally observable quantity: the differential cross-section (DCS)

• DCS can be expressed directly in terms of the matrix elements of S
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I.3B General formalism: time-dependent and time-independent Schrödin-
ger equation

time-dependent Schrödinger equation (TDSE) ⇐⇒ time independent Schrödin-
ger equation (TISE)

why treat a partial differential equation (PDE) with one additional variable in it
if it can be avoided?

if the potential is independent of time (consevative forces), then the variable is
separable
(1) TDSE:

i~
∂χ

∂t
= Hχ (69)
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time-independent Hamiltonian H

H = H0 + V (70)

V : perturbation causing scattering among the states of H0, this is an initial value
problem, generally simpler to solve than boundary value problems

(2) Provided the Hamiltonian is self-adjoint (Hermitian), solutions to the TDSE
are L2, provided the initial wavepacket is L2

solutions for scattering of the TISE are not L2, the Hamiltonian H has a
continuous spectrum and improper eigenstates, which reflect the fact that there
is a nonzero (relative) probability of finding the projectile infinitely far from the
target
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Ansatz: seprable variables

χ = e−iEt/~χ(E) (71)

(E −H)ψ(E) = 0 (72)

determining ψ(E): TISE

perturbation V causing scattering will be defined as

V = H −H0 (73)

H0 = lim
large separation of projectile and target

H (74)
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lim
large separation of projectile and target

V ≡ 0 (75)

scattering solution of the TISE:

(E −H0)ψ(E) = V ψ(E) (76)

solving this: ”causal Green′s operator”(or resolvent)

ψ+
p (E) =

1
(E −H0 + iε)

V ψ+
P (E) (77)

”+” denotes the causal boundary condition of outgoing scattered waves

ψ+
p (E) is a particular solution of 76 (nhomogeneous equation)

(E −H0)ψ(E) = I(E) (78)
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a solution of the homogeneous equation

(E −H0)φ(E) = 0 (79)

complete ”solution”:Lippmann-Schwinger

ψ+(E) = φ(E) +
1

E −H0 + iε
V ψ+(E) (80)

+iε: selects a unique inverse of (E − Ho), so that (E − Ho + iε)−1 generates
purely outgoing scattering waves at large separations

φ(E) for a structureless projectile scattering off an infinitely massive center of
force satisfies

(E +
~2

2m
∇2)φ(E) = 0 (81)
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plane wave solutions:

φ(E|r) = eikr (82)

~2k2

2m
= E (83)

(E − H0 + iε)−1: satisfies outgoing radiation boundary conditions , solves the
inhomogeneous TISE

(E −Ho)G = I (84)

I is the unit operator
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G+(E) ≡ (E −Ho + iε)−1 in the coordinate representation:

< r|G+(E)|r′ >=< r| 1
(E −Ho + iε)

|r′ > (85)

G+(E|r, r′) = − m

2π~2

eik|r−r′|

|r− r′|
(86)

eq. (84) in the coordinate representation:

(E +
~2

2m
∇2)G+(E|r, r′) = δ(r− r′) (87)

labeling of φ: by a complete set of ”good quantum numbers” (not just the
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energy), e.g. ~k or k, so that

φk(E|r) = eikr (88)

labeling of the scattering state ψ+
k (E|r): LSE with causal boundary conditions

ψ+
k (E|r) = eikr − m

2π~2

∫
dr′

eik|r−r′|

|r− r′|
V (r)ψ+

k (E|r′) (89)

labelling by different sets of eigenvalues for different commuting operators, e.g.
linear momentum and the asymptotic Hamiltonian or angular momentum, its
projection onto the z-axis, the magnitude of the linear momentum, and the
asymptotic Hamiltonian
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• leads to the ”partial wave expansion”:

φ(E) = Ylm(r̂)jl(kr) (90)

satisfies eq. (81)
Ylm: spherical harmonic normalized Legendre polynomial Pl(cosθ) times periodic
function exp(imϕ)/

√
2π)

r̂: polar angle (θ , ϕ)
jl(kr): regular spherical Bessel function

lim
r→∞

jl(kr) =
sin(kr − lπ/2)

kr
(91)
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partial wave expanded Green’s function:

G+(E|r, r′) =
2mk

~

∞∑
l=0

l∑
µ=−l

Ylµ(r̂)Y ∗lµ(r̂)h+
l (kr>)jl(kr<) (92)

h+
l (kr): spherical outgoing wave Hankel function

lim
r→∞

h+
l (kr) =

ei(kr−lπ/2)

kr
(93)

analogous partial wave expansion:

ψ+
k (E|r) = 4π

∑
l,l′

∑
µ,µ′

il
′
Yl′µ′(r̂)Y ∗lµ(r̂)g+(l′µ′lµ|r) (94)

– Ralph Jaquet, University Siegen – 73



radial function g+(l′µ′lµ|r) satisfies:

g+(l′µ′lµ|r) = δll′δµµ′jl(kr)−

−2mk
~2

∑
l′′

∑
µ′′il

′′−l′
∫
drYl′µ′(r̂′)h+

l (kr>)jl(kr<)

V (r)Yl′′µ′′(r̂′)g+(l′′µ′′lµ|r′) (95)

potential is spherically symmetric: (”central potential”)

g+(l′µ′lµ|r) = δll′δµµ′g
+
l (r) (96)

g+
l (r) = jl(kr)−

2mk
~2

∫
dr′r′2h+

l (kr>)jl(kr<)V (r′)g+
l (r′) (97)
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• what quantities contain the physically significant information?

consider both the TDSE (69) and its complex conjugate:

(− ~2

2m
∇2 + V )χ∗ = −i~∂χ

∗

∂t
(98)

V : real potential

Multiplying eq. (69) by χ∗ and (98) by χ, and subtract:

− ~2

2m
[χ∗∇2χ− χ∇2χ∗] = i~[χ∗

∂χ

∂t
+ χ

∂χ∗

∂t
] (99)

identities:

χ∗∇2χ− χ∇2χ∗ =
−→
∇ [χ∗

−→
∇χ− χ

−→
∇χ∗] (100)
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χ∗
∂χ

∂t
+ χ

∂χ∗

∂t
=
∂

∂t
[χ∗χ] (101)

write eq. (99) as ”continuity equation”

−→
∇−→j = −∂ρ

∂t
(102)

ρ = χ∗χ (103)

”flux vector”
−→
j :

−→
j =

−i~
2m

[χ∗
−→
∇χ− χ

−→
∇χ∗] (104)
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−→
j : the flux vector for the probability density . (This identification can be made
sharper by integrating (102) over an arbitrary volume). Now we note that for

solutions to the TDSE of the form (71), ρ is independent of time and
−→
j becomes

a zero divergence vector.

the flux associated with the plane wave unperturbed state ψk(E|r):

−→
j =

−i~
2m

[e−ikr(ik)eikr − eikr(−ik)e−ikr]

= ~k/m = p/m (105)

−→
j : equal to the velocity of the particle, plane wave normalized to a constant
probability density of 1
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particle-in-a-box normalisation:

φk(E|r) =
1

L
3
2

eikr (106)

L
3
2: volume

flux:

−→
j =

p
L3m

= density ∗velocity (107)

flux of an incompressible fluid

– experiment: incident flux, one measures the probability that the projectile is
scattered into a detector
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– detector: characterised by a solid angle of acceptance, one observes the rate
at which projectiles are scattered into a given solid angle dΩ

– one measures the probability per second of a projectile being scattered into
the solid angle sin θdθdϕ = dΩ

define a scattered flux
−→
j scatt: n̂ is a unit vector pointing in the direction of the

detector

n̂
−→
j scatt = probability flux of scattering into dΩ (108)

– incident and scattered flux have units of probability/unit area*sec

– at the detector: area r2dΩ, the unit vector pointing in the direction of
observation is r̂
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– the probability per sec of the projectile being scattered into the detector equals−→
j scattr̂r2dΩ

– this is proportional to the magnitude of the incident flux (single collisions)

jinciddσ =
probability of scattering into the detector

sec
(109)

dσ: constant of proportionality, in units of area

jinciddσ = (r̂
−→
j scatt)r

2 sin θdθdϕ (110)

dσ =
(r̂
−→
j scatt)r

2 sin θdθdϕ
jincid

(111)
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incident flux (105b) for the incident plane wave scattered wavefunction: see eq.
(89)

ψ+
k (E|r) = ψincid + ψscatt (112)

ψ+
k,scatt(E|r) = − m

2π~2

∫
dr′

eik|r−r′|

|r− r′|
V (r)ψ+

k (E|r′) (113)

– detector: typically located far from the target, we need ψ+
k,scatt(E|r) at large r

(”far field scattered wave”), perform Taylor expansions of |r− r′| in the exponent
and denominator in the integral in (113)

– dσ: contains a factor r2 so that any contribution
−→
j scatt that decays faster than

1/r2 can be made arbitrarily small by positioning the detector a large enough r

– Ralph Jaquet, University Siegen – 81



calculating the scattered flux:

−→
∇ = r̂

∂

∂r
+

1
r
O(θ, ϕ) (114)

leading term of ψ+
k,scatt(E|r): 1/r due to the 1/|r− r′| factor

1
|r− r′|

=
1

r|r̂− r′/r|
(115)

• role of the potential is to bound the largest r′ contributing significantly to the
integral over dr in (113); then large r means large with respect to the largest r′

contributing to the integral

– Taylor expansion of the phase of the Green’s function, ik|r− r′| must include
one higher term than the expansion of 1/|r− r′|
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• far field scattered wave:

ψ+
k,scatt(E|r)→

eikr

r
f(θ, ϕ) (116)

θ and ϕ: angles of observation

f(θ, ϕ) = − m

2π~2

∫
dr′eikr̂r′V (r)ψ+

k (E|r′) (117)

χ∗
−→
∇χ andχ

−→
∇χ∗: will fall off at least as fast as 1/r3 so far as contributions from

the O(θ, ϕ)/r portion of
−→
∇ is concerned

these terms will be negligible at the detector
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• only term which survives the large r-limit: comes from the r̂ ∂
∂r piece of

−→
∇

−→
j scatt = − i~

2m
r̂[
e−ikr

r
f∗(r̂)

ik

r
eikrf(r̂)−

eikr

r
f(r̂)

(−ik)
r

eikrf∗(r̂) = r̂
~k
mr2
|f(r̂)|2 (118)

r̂
−→
j scatt is trivially calculated:

dσ =
(~k/mr2)
(~k/m)

|f(r̂)|2r2 sin θdθdϕ (119)

dσ

dΩ
= |f(θ, ϕ)|2 = |f(r̂)|2 (120)
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dσ
dΩ: ”differential scattering cross section” determined by f(θ, ϕ)

• it is the size that the target presents to the projectile which causes it to be
scattered into the solid angle dΩ

– ”sums” over all solid angles: total size σ, presented by the target that causes
scattering of the projectile:

σ =
∫
dΩ

dσ

dΩ
(121)

• important point: although the analysis of the cross sections (and standard
experimental geometries) involves the far field behavior of ψ+

k (E|r), one does not
have to carry out calculations all the way to the far field region in order to obtain
f(r̂), rather one needs only know ψ+

k (E|r) in the region where the potential is
significantly different from zero (since f(r̂) is determined by the integral (117))
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Computational methods based on differential equation solvers
comments on methods that solve the equations as coupled ordinary differential
equations:

general scattering problems, including those involving rearrangements and breakup

• one must use coordinates that are able, with a single distance variable, to
describe all possible arrangements, e.g. hyperspherical coordinates

• how are the solutions generated that satisfy the boundary conditions?

consider the scattering of a projectile in 3D by a nonspherical scatterer: potential
V (r) depends on r θ and ϕ

TISE:

− ~2

2m
∇2ψ + V (r)ψ = Eψ (122)
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expand ψ in a truncated basis of spherical harmonics:

ψ(r) =
lmax∑

l′

∑
m′

Yl′m′(r̂)Ul′m′(r)/r (123)

substitute eq. (123) into (122) and project with a particular basis function Ylm(r̂):

(E +
~2

2m
d2

dr2
− ~2l(l + 1)

2mr2
)Ulm(r) =∑

l′

∑
m′

V (lml′m′|r)Ul′m′(r) (124)

– with a total of N -basis functions in the expansion, eq. (124) will have 2N
linearly independent solutions
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– only N of these can be made to be regular at r = 0, and these are the
physically relevant ones, it is therefore convenient to add a label to Ulm, to signify
the linearly independent solution:

(E + ~2

2m
d2

dr2 − ~2l(l+1)
2mr2 )U(lml0m0|r)

=
∑

l′
∑

m′ V (lml′m′|r)U(l′m′l0m0|r) (125)

matrix notation:

(E1−K) ∗ U(r) = V ∗ U(r) (126)

1 and K are diagonal matrices, one interpretes the lm indices of U(lml0m0|r) as
”final state” indices and l0m0 as ”initial state” indices

– regularity condition at r = 0 (which for typical potentials in atom-diatom
scattering becomes the condition that U(lml0m0|0) = 0)

– Ralph Jaquet, University Siegen – 88



– we want to impose the asymptotic condition

lim
r→∞

U(lml0m0|r) = δll0δmm0jl(kr) + h+
l (kr)T (lml0m0) (127)

• ”two point” boundary condition problem: T (lml0m0), this is equivalent to
saying that although we know that U(lml0m0|0) = 0, we do not know what the
correct value is for the derivatives dU(lml0m0|r)/dr at r = 0.

– the usual way to circumvent this difficulty: convert the problem into a
pseudo− initial value problem

the initial conditions typically are:

(a) U(lml0m0|0) = 0 (128)
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(b)
d

dr
U(lml0m0|r)|r=0 = δll0δmm0 (129)

– these initial conditions will not, in general produce the correct large-r behavior

– however, knowing the N -linearly independent solutions allows one to take
linear combinations that possess the correct asymptotic behavior

– requires solving a system of linear algebraic equations that yields the scattering
amplitudes

• practical difficulty that makes additional computational effort necessary:
different l-values lead to different classical turning points at a given total energy
E

– the pieces of the solution matrix grow at different rates in their nonclassical
regions
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– the most rapidly growing component can become dominant in several (or even
all) of the solution vectors, causing them to be multiples of one another; i.e., they
become linearly dependent

– if this occurs, it is no longer possible to construct the physical solution

– this is manifested by the relevant algebraic equations becoming ill-conditioned

• various techniques are employed to avoid this difficulty, but they all essentially
amount to periodically scrambling the column solutions (before they become
linearly dependent) so as to maintain explicitly linearly independent solutions,
many methods are used to solve the coupled equations (125), including varieties
of the Numerov method, the so-called log- derivative method (which essentially

calculates U
−1 ∗ dU/dr), etc.

• computational effort: scales with problem size
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– some methods may be very efficient for small problems but rapidly become
impractical as the complexity increases

– some methods may not be so efficient for smaller problems, but have slow
scaling with problem size

• all of the methods involve either matrix-matrix multiplications or solutions of
linear algebraic equations

– both procedures scale as the cube of the matrix dimensions

– the number of matrix multiplications, the number of times the linear equations
must be solved, and the dimensions of the relevant matrices can be quite different
for the various methods

– the non-iterative Volterra equation propagation method, and the propagation
methods which solve coupled differential equations both must generate N -linearly
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independent solutions, the size of the matrices is the same for both these types
of approaches (it equals the number of internal states, including those associated
with any angular momentum in the system)

– these types of approaches involve of the order of N3 multiplications at each
step in propagating from r = 0 out beyond the range of the potential

– if P steps are required, on the order of N3P multiplications must be performed,
this work must be repeated at every desired energy

• there are methods in which the number of internal states changes as the
propagation moves further out and the potential becomes weaker, these scale
more slowly

• the algebraic variational methods involve expansion in fn-basis functions for
each internal quantum state, n (fn can differ for different quantum states), the
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total number of unknowns, U , is then the sum over n of the fn

U =
N∑

n=1

fn (130)

– the computational effort then scales as U3

– some of the work is independent of the energy of interest, but in general, a
substantial amount of work must be repeated at each new energy

if one introduces an ”average” number of basis functions, 〈fn〉:

U = N 〈fn〉 (131)

then the computational effort scales as N3 〈fn〉3
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– clearly, if 〈fn〉3 is larger than P , the variational method will not be as efficient
as the propagation methods for a given energy

– it is also possible to solve the variational equations for a restricted set of initial
states (rather than for all N initial states)

– if one can construct reasonable starting ”guesses” for the solution vectors,
then iterative methods can be used to solve the algebraic equations; in this
case, the effort scales more slowly than U3, and this can lead to a very efficient
computational approach
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I.4 Coordinate systems: collinear, planar, 3D, reduced degrees of freedom
Introduction

RAC

A

R  BC

rBCBCA

C

B

γ
R AB

R

Figure 7: Atomic distances RA-B, RA-C, RB-C and Jacobi coordinates RA-BC, rBC,
γ of the triatomic system ABC. RA-BC is the distance between the atom A and
the center-of-mass of the molecule BC.
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• description of the nuclear dynamics: all coordinate systems are physically
equivalent
• typical picture of the potential in the different coordinate systems can look
differently
• triatomic molecule ABC: three internal coordinates (RA-B, RA-C and RB-C) (Fig.
7) and the three Euler angles potential energy depends on the internal coordinates:
V = V (RA-B, RA-C, RB-C).
• collinear configuration: V depends only on RA-BC(or RA-B) and RB-C(Fig. 8a)
• reactive scattering: need coordinates, which are convenient in describing
reactant and product arrangements simultaneously, which have the correct
asymptotic behaviour
• But: no such a unique coordinate system =⇒ compromise between practicability,
numerical efficiency and physical insight and interpretation of the reaction
dynamics
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(a) (b)

Figure 8: Contour lines (0.35- 3.0 [eV]) for the H+H2 Porter-Karplus potential.
a) internal coordinates (RAB, RBC), b) mass-weighted Jacobi coordinates
(RA−BC, rBC)
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Which coordinate system for which quantum reactive procedure?
Jacobi coordinates
collinear configuration: coordinates, so that the kinetic energy operator becomes
”simpler” (Jacobi-coordinates or mass-scaled Jacobi-coordinates)

RA−BC = RAB + [mC/(mB +mC)]RBC, rBC =
√
mBC

m
RBC (132)

m =
mA(mB +mC)

(mA +mB +mC)
, mBC =

mBmC

(mB +mC)
(133)

T = − ~2

2m

(
∂2

∂R2
A−BC

+
∂2

∂r2BC

)
(134)

for V : see Fig. 8b, with skewing angle ϕα:

ϕα = arctan[mB(mA +mB +mC)/(mAmB)]1/2 (135)
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– skewing angle is large: mB >> mA,mC

– skewing angle is small: mB << mA,mC

– equal masses: skewing angle is 60o

– effect of changing translational energy of the reactants into vibrational energy
for the products: explained with the pictures of PESs potential energy surface in
skewed coordinates

– skewing angle very small: calculations can become problematic

• for FHD: see Fig. 9
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Figure 9: Collinear
potential-energy contours
and kinematic skewing
angles for the four
deuterium-substituted
isotopomers of the F +
H2 reactions. (J. F. Castillo,
D. E. Manolopolous, Faraday
Discuss. 110 (1998) 119.
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Reactant and product coordinates
3D: three independent sets of Jacobi-coodinates:
A + BC (Rα, rα), AB + C (Rβ, rβ) and AC + B (Rγ, rγ)
xi, mi (i=1,2,3 or A,B,C): pos. and masses of three particles, X: center of mass

X =
3∑

i=1

mixi/M (136)

three types of mass norm. Jacobi coord. ((i, j, k) is a cyclic permut. (1, 2, 3)):

rk = (xj − xi)/dk, Rk = dk[xk −
mixi +mjxj

mi +mj
] (137)

M =
3∑

i=1

mi, d2
k = (1−mk/M)mk/µ (138)

µ =
√
m1m2m3/M (139)

– Ralph Jaquet, University Siegen – 102



B+A
+C

r

R

α
Rγ

α
A+BC
A+CBCB+A
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Figure 10: Configuration space of a triatomic system ABC with the arrangements
α, β, γ [16].– Ralph Jaquet, University Siegen – 103



• transformation between the mass-weighted coordinates in configuration α
(reactant coordinate) and configuration β (product coordinate):

(
Rβ

rβ

)
=

−
√

mAmC
(mA+mB)(mC+mB) −

√
mB(mA+mB+mC)

(mA+mB)(mC+mB)√
mB(mA+mB+mC)

(mA+mB)(mC+mB) −
√

mAmC
(mA+mB)(mC+mB)

(Rα

rα

)

(140)(
Rβ

rβ

)
=
(

cos φαβ − sin φαβ

sin φαβ cos φαβ

)(
Rα

rα

)
(141)

φαβ lies between π and 3π/2
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Hyperspherical coordinates
- many different ways of defining hyperspherical coordinates
- collinear atom-diatom reaction: polar coordinates
- collinear Delves coordinates: in terms of the mass-scaled Jacobi vectors (a(A +
BC))

ρ =
√
R2

a + r2a (142)

θa = tan−1(ra/Ra) (143)

hyperradius ρ in eq. (142) is universal
Delves hyperangle θa: a function of the arrangement
reactant and product hyperangle θa, θc are related: θa + θc = θac (Fig. 3b)

θac = tan−1(mB/µ), µ = (
mCmBmC

ma +mB +mC
)1/2 (144)
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solution of the SE in hyperspherical coordinates in two distinct steps:

• bound θa motion is solved first: at the centres of a number of different ’sectors’
in the hyperradial coordinate ρ

• a set of ’surface’ eigenfunctions and eigenvalues within each sector, substituted
back into the SE to leave a system of coupled second order linear differential
equations in ρ

• ’close-coupled’ equations have exactly the same form as those encountered in
inelastic scattering

• surface eigenfunctions and eigenvalues are often quite difficult to obtain

• fundamental reason for this: the reactant and product arrangement channels
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are confined to smaller and smaller regions of the available hyperangular (θa)
space as ρ increases

• this unavoidable feature of hyperspherical coordinates (exacerbated in 3D)
makes it difficult to devise numerical methods for solving the surface
eigenproblem that work equally well for all required values of ρ

• progress has been made in this direction in recent years

final comments:

• the solution of the surface eigenvalue problem is completely independent of
the scattering energy E
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• once this eigenvalue problem has been solved all that remains is to call a
standard close-coupled equation solver at each energy required

• since this is comparatively straightforward, calculations can be performed on
a tight energy grid, which greatly facilitates the analysis of narrow scattering
resonances due to short-lived meta-stable states (b)

• the hyperspherical coordinates may well be the only practical approach to
certain physical regimes (heavy-light-heavy reactions: small skewing angle θac)

• collinear Delves hyperspherical coordinates are essentially unique, several
different possibilities arise when one moves to 3D for triatomics

see the work of Pack and Parker (1987)
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reactive scattering:

Johnson, Pack, Linderberg and Hinze and Wolniewicz have chosen so-called
”democratic” hyperspherical coordinates

other coordinates: Fock, Launay and LePetit; all channels cannot be treated
equally

Kupperman: coordinates that are not so optimal for treating the Pauli-principle
for identical nuclei (Manolopolous, Clary, 1989)
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Figure 11: Schematic
showing the two
hyperspherical regions
(APH and Delves) and the
Jacobi region. There are
six arrangement channels
as a result of covering the
configuration space twice.
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(a) Unscaled and scaled Jacobi coordinates (b) Scaled Jacobi vectors are plotted from the center
of mass. BFA z axis is along RA and SA, BFQ z
axis is along Q and the BFQ x axis is along q.

Figure 12:
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hyperspherical coordinates are chosen such that Euler angles α, β and γ define
the orientation of the body-fixed frame, with the z-axis pointing in the direction
of the vector product

A =
1
2
(r×R) (145)

remaining internal coordinates ρ, θ and φ:

ρ2 = |r|2 + |R|2, cos θ = 4|A|/ρ2, cosφk = 2(rk ·Rk)/(ρ2 sin θ) (146)

only φ depends on the index k of the particular set of Jacobi coordinates

the different sets of Jacobi coordinates are connected via kinematic rotations, i.e.
different origins for the angle φ
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distance between the particles:

|xj − xi| = dkρ[1 + sin θ sinφk]
1
2,

d2
k = (1−mk/M)mk/µ (147)

µ = m1m2m3/M, M = m1 +m2 +m3 (148)

volume element:

d6v =
1
8
ρ5dρ sin θ cos θdθdφdω (149)

dω = dα sinβdβdγ (150)
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range of the coordinates:

0 ≤ ρ ≤ ∞, 0 ≤ θ ≤ π

2
, 0 ≤ φ ≤ 4π,

0 ≤ α ≤ 2π, 0 ≤ β ≤ π, 0 ≤ γ ≤ 2π (151)

Pack, Parker and coworkers use a combination of different coordinates for different
interaction regions:
(a) adiabatically adjusting principal-axis hyperspherical (APH) coordinates for the
strong interaction region
(b) Delves hyperspherical coordinates outside the APH-region, where there is
strong coupling within each arrangement channel, but negligible coupling between
the arrangement channel
(c) just beyond the Delves region one has the Jacobi region, where the coupling
within each arrangement channel varies from moderate to zero
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definitions by Pack, Parker and coworkers:

• six mass scaled Jacobi coordinates (Sτ ,Ŝτ ,sτ ,ŝτ) are the space-fixed (SF) Jacobi
coordinates whereas the coordinates (Sτ , sτ , Θτ , ατ , βτ , γτ) are the body-fixed
(BF) Jacobi coordinates

• the angles Ŝτ and ŝτ are the two sets of polar and azimuthal angles associated
with the vectors Sτ and sτ respectively, and the angle between these vectors is

Θτ = cos−1[
Sτ · sτ

Sτ sτ
] (152)

• the three Euler angles (ατ , βτ , γτ) of the BF system are usually chosen to orient
the body-fixed z-axis along Sτ or sτ depending on the relative masses of the
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particles involved Delves hyperspherical coordinates for arrangement τ :

ρ = (S2
τ + s2τ)

1
2, θDτ = tan−1(

sτ

Sτ
) (153)

in addition: four SF or four BF angles of
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APH coordinates:

ρ = (S2
τ + s2τ)

1
2 (154)

tan θ =
[(S2

τ − s2τ)2 + (2Sτ · sτ)2]
1
2

2Sτsτ sinΘτ
(155)

sin(2χτ) =
2Sτ · sτ

[(S2
τ − s2τ)2 + (2Sτ · sτ)2]

1
2

(156)

cos(2χτ) =
(S2

τ − s2τ)2

[(S2
τ − s2τ)2 + (2Sτ · sτ)2]

1
2

(157)

and Euler angles (ατ , βτ , γτ) to orient the body-fixed z-axis along the smallest
principal moment of inertia

• these coordinates minimize the Coriolis coupling for reactions that are collinearly
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dominated A contour plot for the H3 potential energy surface and the lowest
surface function eigenvalues in hyperspherical coordinates are given in Fig. 13,
14 and perspective plots of the first 7 surface eigenfunctions for H3 are presented
in Fig. 15, 16.

– Ralph Jaquet, University Siegen – 118



Figure 13: Stereographic
projection of a contour plot
of the H3 PES at ρ=3.166 a0
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Figure 14: Surface function
eigenvalues vs ρ for H3 for
J = Λ = p = 0 and even
ji. Pack, R.T., Parker, G.A.:
J. Chem. Phys. 87 (1987)
3888.
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Figure 15: Perspective plots
of the PK2 H3 PES as a
function of θ and ξi for ρ at
2.0, 2.5, 3.166, 3.6, 4.0, 5.0
and 6.0 a0.
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Figure 16: Perspective
plots of the first 7
surface eigenfunctions Φ00

t0 at
ρ=3.166 a0 for H3. Pack,
R.T., Parker, G.A.: J. Chem.
Phys. 87 (1987) 3888.
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Natural coordinates

earliest ”exact” 3D quantum reactive scattering calculations for H + H2:

Kuppermann and Schatz, Elkowitz and Wyatt and Walker, Stechel and Light
used extensions of the ’natural collision coordinates’ introduced by Marcus

– collinear atom-diatom reaction: natural collision coordinates swung smoothly
from the reactants, A + BC, to the products, AB + C (Fig. 3a)

– δu: increment of the ’translational’ coordinate u which asymptotically describes
a mass-scaled separation between the atom A or C and the diatom BC or AB;
along this coordinate, from minus infinity to plus infinity the reaction actually
proceeds

– δv: increment of the ’vibrational’ coordinate v which asymptotically describes
a mass-scaled separation of the two atoms in the diatomic BC or AB
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• vibrational transitions that occur during the course of the reaction are easily
rationalized in terms of coupling between the nuclear motions along u and v

• easy physical interpretation of natural collision coordinates, combined with the
fact that the translational motion along the reaction path can be solved using
essentially standard inelastic scattering techniques, led to the success of the
early H + p-H2 → o-H2 + H calculations and appeared to bode well for future
applications of the approach

• attempts to generalize methods based on these coordinates beyond the simplest
3D reaction soon ran into technical difficulties which seemed impossible to
overcome

• difficulties are not immediately apparent in the collinear model of Fig. 3a

two observations (about difficulties) should give the general idea:
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– (a) for an A + BC atom-diatom reaction in 3D, at each value of the conserved
total angular momentum quantum number J , the vibrational coordinate v in
Fig. 3a becomes a 2D (rovibrational) surface in the 3D internal coordinate space
which specifies the size and shape of the three-atom triangle

– this surface typically has quite complicated metric properties, which in turn
lead to lengthy algebra in the development of any new numerical approach

– (b) in general a third (B + CA) arrangement must also be considered in 3D
and this makes the idea of a translational ’reaction coordinate’ somewhat more
difficult to grasp

• in practice one can avoid the problem by introducing ’matching surfaces’
between the three arrangements, but this is a great deal easier to do for the
symmetric H + H2 reaction than it is for anything else

• Light and coworkers had these tremendous technical difficulties finally been
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overcome

• Webster and Light describe in their papers complete and general 3D atom-
diatom reactive scattering methodology

result: use more convenient coordinate schemes
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Coordinates used in the ’early’ H + H2 calculations
Collinear triatomic reaction coordinates

Figure 17: (a) Coordinates for
collinear triatomic systems,
(b) Potential energy surface
V for a collinear triatomic
system ABC in the distance
coordinates of (a). The solid
curves are lines of constant
V . The dashed line is the
minimum energy path. The
angle θ′ is given by eq. 158
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angle θ′: range π/4 to π/2

θ′ = tan−1[1 +mB/mC] (158)

nuclear motion Hamiltonian:

H = − ~2

2µA,BC

∂2

∂R′α
2 − ~2

2µBC

∂2

∂r′α
2 + Vα(R′α, r

′
α)

= − ~2

2µC,BA

∂2

∂R′γ
2 − ~2

2µBA

∂2

∂r′γ
2 + Vγ(R′γ, r

′
γ) (159)

µA,BC = mA(mB+mC)
mA+mB+mC

, µBC = mBmC
mB+mC

(160)
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Scaled coordinates in 2D
convenient conceptual and computational simplification: scaling transformations

Figure 18: Potential energy
surface for a collinear
triatomic system ABC in the
scaled coordinates (Rα, rα)
and (Rγ, rγ). The circular
polar coordinates (ρ, α) are
considered in the next section.
Both sets of axes (Rα, rα)
and (Rγ, rγ) are in the same
plane. Kuppermann, A. in:
Theoretical Chemistry and
Perspectives, 6A, Henderson,
D. (Ed.) (Academic, NY,
1981), p. 79.
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Rα = aαR
′
α, rα = (aα)−1r′α, aα = (µA,BC/µBC)1/4

Rγ = aγR
′
γ, rγ = (aγ)−1r′γ, aγ = (µC,BA/µBA)1/4 (161)

(Delves, 1959,1960)
nuclear motion Hamiltonian:

H = − ~2

2µ( ∂2

∂R2
α

+ ∂2

∂r2
α
) + Vα(Rα, rα)

= − ~2

2µ( ∂2

∂R2
γ

+ ∂2

∂r2
γ
) + Vγ(Rγ, rγ) (162)

µ: independent of α or γ

µ = [(mAmBmC)/M ]1/2, M = mA +mB +mC (163)
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(Rα, rα)→ (rγ, Rγ) transformation: 2-MD coordinate-axis rotation in the scaled
configuration space: (

rγ
Rγ

)
=
(

cosω − sinω
sinω cosω

)(
Rα

rα

)
(164)

clockwise rotation angle ω: 0− π/2 range

ω = tan−1[(mAmC)/(mBM)]1/2 (165)

– (Rα, rα) and (rγ, Rγ) systems of axes are both orthogonal

– interchange of the R and r is a peculiarity of the collinear world.

• important: under the α → γ transformation in the scaled configuration space,
the equipotential surface does not change shape; this is not the case for the
unscaled (R′α, r

′
α) configuration space
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• consequence of these properties: nuclear motion of the ABC triatomic system
on a laboratory-fixed straight line is completely isomorphic with that of a single
particle of mass µ moving in the 2-MD scaled configuration space and subject to
the potential V

skew angle θ between the Rα and Rγ axes: dynamic significance

θ = tan−1[(mBM)/(mAmC)]1/2 (166)

– Ralph Jaquet, University Siegen – 132



3D scaled coordinates

Figure 19: Relative position
vectors for triatomic system
in three physical dimension
(3-PD).

- labeling: A = Aα, B = Aβ, and C = Aγ

- λνκ be a cyclic permutation of the indices αβγ - λ coordinates (λ = α, β, γ):
r′λ: internuclear vector - from Aν to Aκ; R′λ: position vector of Aλ with respect
to the center of mass GAνAκ of the AνAκ diatom
- γλ: angle in the 0-π range between r′λ and R′λ
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nuclear motion Hamiltonian:

H = − ~2

2µλ,νk
∇2

R′
λ
− ~2

2µνk
∇2

r′
λ
+ Vλ(R′λ, r

′
λ, γ
′
λ) (167)

potential energy function: Vλ(R′λ, r
′
λ, γ
′
λ)

scaled position vector coordinates Rλ, rλ:

Rλ = aλR′λ, rλ = (aλ)−1r′λ,

aλ = (µλ,νk/µνk)1/4, λ = α, β, γ. (168)

H = −(~2/2µ)(∇2
Rλ

+∇2
rλ

) + Vλ(Rλ, rλ, γλ). (169)
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transformation from λ coordinates to ν coordinates:(
rν

Rν

)
=
(

cosανλ − sinανλ

sinανλ cosανλ

)(
Rλ

rλ

)
(170)

cosανλ = −{mλmν/[(mλ +mk)(mν +mk)]}1/2,

sinανλ = {mkM/[(mλ +mk)(mν +mk)]}1/2 (171)

Eqn. (170) and (171) represent a rigid rotation in the six-mathematical
dimensional (6-MD) configuration space spanned by Rλ and rλ, not the case for
the transformation of the unscaled coordinates

Laplacian operators:

∇2
Rα

+∇2
rα

= ∇2
Rβ

+∇2
rβ

= ∇2
Rγ

+∇2
rγ

= ∇2 (172)
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H = −(~2/2µ)∇2 + V (173)

• Hamiltonian describes the motion of a single particle P of mass µ in the 6-MD
scaled configuration space subject to the potential V

• motion of the three-particle ABC system in 3-PD space is isomorphic to the
motion of P in this 6-MD space
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Potential energy surface mapping in symmetrized hyperspherical
coordinates
Visualization of the spacial characteristics of the potential energy surface
Vλ(Rλ, rλ, γλ):

• collinear case: γλ = π or 0, contour lines of constant V in the 2-MD scaled
configuration space Rα, rα

• 3-PD: configuration space is six dimensional, V is a function of three variables
only

• attempt: to display surfaces of constant V for every configuration which
correspond one and one only point Q (Fig. 20)

• spherical polar coordinates: ρ, ηλ and γλ

ρ = (R2
λ + r2λ)1/2, ηλ = tan−1(rλ/Rλ), 0 ≤ ηλ ≤ π/2 (174)
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ρ is invariant with respect to a λ → ν transformation, cylindrical and spherical
polar coordinates (Fig. 20)
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Figure 20: Cylindrical and spherical polar coordinates for mapping potential
energy function for noncollinear triatomic system.
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Figure 21: Equipotential surface for noncollinear AλAνAκ triatomic system in
spherical polar coordinates. a) ρ = (R2

λ + r2λ)1/2, ηλ = tan−1(rλ/Rλ) and γλ, b)
ρ = (R2

λ + r2λ)1/2, ωλ = 2 tan−1(rλ/Rλ) and γλ. Kuppermann, A. (1981)
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• typical equipotential surface is displayed in Fig. 21a

this mapping suffers from two crucial defects:

one does not have the basic one-to-one correspondence property between
configurations and points Q

equipotentials of V in this map do not have the symmetry one would desire with
respect to the interchange of identical atoms

• better: choose for the spherical polar coordinates the quantities ρ, ωk = 2ηk

and γk as indicated in Fig. 20 by point P

– this ”umbrella opening” transformation on ρ, ηλ, γλ collapses the circles C of
Fig. 20 into a single point located on the negative half of the Zλ axis (see Fig.
21b)
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– in this same ρ, ωλ, γλ system of polar coordinates the equipotential surfaces
are also symmetric with respect to the interchange of identical atoms

– for the H3 system: C3v-symmetry

• the hole around the origin is due to the strong repulsion occurring at
configurations for which all three atoms are close together

• λ → ν coordinate transformation in the 3-MD XλYλZλ internal configuration
subspace of Fig. 21b is a rigid rotation around the Yλ axis

• this means that this transformation is equivalent to moving the Zλ axis to the
Zν position (Fig. 20) while otherwise not changing the shape of the equipotentials

• shape invariance with respect to coordinate transformations: ρ, ωλ, γλ are called
symmetrized hyperspherical coordinates

• the dynamical details of nonreactive or reactive collisions depend on the internal
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topology of the equipotentials, i.e. the nature of the passageways between the
different arrangement channel regions (Fig. 21b)

further visualization: cuts of the equipotentials of V by the XαZα(Yα = 0, π) and
YαZα(γα = π/2,−π/2) planes for the Porter and Karplus (1964) H3 potential
energy surfacea (Fig. 22)

• the mapping gives an intuitive feeling for the dynamic properties of the
corresponding system
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Figure 22: Cuts of equipotential surfaces for H3 (a) Cut through XαZα plane.
(b) Cut through YαZα plane. The origin of measurement of the energy is the
minimum of the isolated H2 diatomic potential energy curve. The curves are
intersections of the equipotentials with these planes. Their energies range from
0.3 to 1.5 eV in steps of 0.3 eV, as indicated on top of figure.
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I.5 Quantum reactive scattering in the nineteen seventies: H + H2. The
matching procedures
• about 1975: first accurate calculations of the differential and integral cross
sections of a simple chemical reaction: H + H2

• Porter-Karplus surface is approximate, the dynamical calculations performed on
them were accurate
The Quantum Dynamics of Reactive Collinear Triatomic Reactions
• triatomic exchange reactions of the type A + BC → AB + C with A, B, and C
representing atoms confined to move on a laboratory-fixed straight line, constitute
the simplest reactive systems that display a basic characteristic of many chemical
reactions: the dissolution of a chemical bond and the formation of a new one
• low math. dimensionality of the theory permits a presentation unencumbered
by the math. complexities of molecular rotations, allowing thereby a fairly direct
analysis of the effects of transl. and vibrat. degrees of freedom
• we consider the case of electronically adiabatic exchange reactions
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Reactive scattering formalism
nuclear motion SE:

Hψ = Eψ (175)

asymptotic conditions: for A + BC collisions

ψαn′α

∼R′α→∞ e
−ik′

αn′α
R′αφαn′α(r′) +

∑
nα
f ′

αn′α
αnα

eik′αnαR′αφαnα(r′α)

∼R′γ→∞
∑

nγ
f ′

αn′α
γnγ

e
ik′γnγR′γφγnγ(r

′
γ)

(176)

R′α →∞ : φαn′α n
′
α k′αn′α

k′αnα
, R′γ →∞: φγnγ k

′
γnγ
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conservation of energy:

~2k′2αn′α

2µA,BC
+ Eαn′α =

~2k′2αnα

2µA,BC
+ Eαnα =

~2k′2γnγ

2µC,AB
+ Eγnγ = E (177)
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explanations:
-Eλnλ

(λ = α, γ): vibrational energies associated with φλnλ
(r′λ)

- Eλnλ
are quantized, the k′λnλ

are not, and neither is E
- E is assumed known: we can prepare reagents in known internal states moving
with respect to one another with known relative kinetic energy Eλnλ

> E, eq.
(177) furnishes k′2λnλ

< 0
– corresponding terms in eq. (176) are said to be associated with closed
channels, and are needed for the mathematical completeness of the expansions
on the right-hand side
– values of k′λnλ

for such channels are pure positive imaginary, and the corresp.
exponentials are real negative, decaying with increasing R′α or R′γ

– complex coefficient f ′
αn′α

λnλ
(λ = α, γ) : scattering amplitude from initial state

αn′α to final state λnλ

– if the latter is open, the flux associated with the corresponding term is
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v′λnλ
|f ′αn′α

λnλ
|2

– flux associated with the initial collision term is v′αn′α

collision cross section: for (1-PD) world (or (2-MD) world) the αn′α → λnλ

processes is dimensionless

probability (see eq. (200)):

P
αn′α
λ nλ = (v′λnλ/v

′
αn′α

)|f ′
αn′α

λnλ
|2 (178)

C + BA collisions: eq. (176) can be rewritten as

ψλ′n′
λ′ ∼

∑
λnλ

[δ
λ′n′

λ′
λnλ

exp(−ik′λnλ
R′λ) + f

′λ′n′
λ′

λnλ
exp(ik′λnλ

R′λ)]φλnλ
(r′λ) (179)
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λ′n′λ′: the initial state of the reagents (which are A + BC for λ′ = α and C +
BA for λ′ = γ, where B is always the central atom), the ∼ sign indicates that we
are considering asymptotically the regions of configuration space in which either

R′α → ∞ with r′α finite or R′γ → ∞ with r′γ finite, and δ
λ′n′

λ′
λnλ

is the Kronecker

symbol, which is unity if λ′ = λ and n′λ′ = nλ, and vanishes otherwise

– probability of λ′n′λ′ → λnλ process ( λ′n′λ′ λnλ : open channels):

P
λ′n′

λ′
λnλ

= (v′λnλ
/v′λ′n′

λ′
)|f ′λ

′n′
λ′

λnλ
|2 (180)
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Scattering and reactance matrices and boundary conditions
• definition of the scattering matrix S and the reactance matrix R: permits us to
decouple the problem of obtaining arbitrary solutions of the Schrödinger equation
from the problem of imposing asymptotic conditions appropriate for collision
processes on these solutions

- λ arrangement channel region: expand the eigenfunction ψλ′n′
λ′ in the basis set

φλnλ
(rλ), forced to be complete and discrete by setting the diatomic potential

vλ(rλ) = V (Rλ → ∞, rλ) in that channel equal to zero at and beyond a value
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rλmax of rλ

ψλ′n′
λ′ ∼

∑
λnλ

g
λ′n′

λ′
λnλ

(Rλ)φλnλ
(rλ) (181)

−~2

2µ
d2φλnλ

dr2λ
+ vλ(rλ)φλnλ

= Eλnλ
φλnλ

(182)

φλnλ
(0) = φλnλ

(rλmax) = 0 (183)

replacement of eq. (181) into eq. (175) with H given by eq. (162), multiplication
of both sides by φ∗

λ̄n̄λ
(rλ̄) integration over rλ̄ and, in the end, replacement of λ̄

by λ leads to the set of asymptotic uncoupled differential equations:

−~2

2µ

d2g
λ′n′

λ′
λnλ

dR2
λ

∼ (E − Eλnλ
)g

λ′n′
λ′

λnλ
(184)
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solutions:

g
λ′n′

λ′
λnλ

∼Rλ→∞ v
−1/2
λnλ

[Iλ(Rλ)A
λ′n′

λ′
λnλ

−Oλnλ
(Rλ)B

λ′n′
λ′

λnλ
] (185)

A
λ′n′

λ′
λnλ

, B
λ′n′

λ′
λnλ

: integration constants, vλnλ
: the channel velocity ~|kλnλ

|/µ,
kλnλ

: channel wave number:

kλnλ
= ~−1[2µ(E − Eλnλ

)]1/2 (186)

• Iλnλ
, Oλnλ

are the incoming and outgoing waves

Iλnλ
(Rλ) =

{
e−ikλnλ

Rλ for open channels

e|kλnλ
|Rλ for closed channels

(187)
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Oλnλ
(Rλ) =

{
eikλnλ

Rλ for open channels

e−|kλnλ
|Rλ for closed channels

(188)

eq. (185) can be put in the matrix form

g ∼ v−1/2[IA−OB] (189)

g,A, B: g
λ′n′

λ′
λnλ

, A
λ′n′

λ′
λnλ

, B
λ′n′

λ′
λnλ

v, I O: diagonal matrices vλnλ
, Iλnλ

,Oλnλ

• scattering matrix S:

B = SA (190)

– Ralph Jaquet, University Siegen – 154



– if we know what the state and flux of the reagents coming into a collision is,
the scattering matrix permits us to obtain the states and fluxes of the outgoing
products

(1) S is unique: independent of the choice of A, if we arbitrarily pick two
coefficient matrices A1, and A2 that are non-singular, the SE forces the
corresponding B1, and B2 to satisfy the relation B1A−1 = B2A−2. S does,
however, depend on the total energy E of the system

(2) S is symmetric, this leads to the quantum mechanical principle of microscopic
reversibility or detailed balancing

(3) the open part S◦ of S, formed from its open channel rows and columns, is
unitary, this results in conservation of particle flux
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eq. (189) can also be put in the equivalent form

g ∼ v−1/2[SC + CD] (191)

C and D : new integration constant matrices, S and C are diagonal sine and
cosine stationary wave matrices

Sλnλ
(Rλ) =

{
sin(kλnλ

Rλ) for open channels

e|kλnλ
|Rλ for closed channels

(192)

Cλnλ
(Rλ) =

{
cos(kλnλ

Rλ) for open channels

e−|kλnλ
|Rλ for closed channels

(193)
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• reactance matrix R (sometimes called the K matrix):

D = RC (194)

(1) R is unique
(2) R is real
(3) the open part R◦ of R is symmetric
from eqn. (189 - 194):

S◦ = (I + iR◦)(I− iR◦)−1 (195)

I: identity matrix, spanned by indices λnλ and λ′n′λ′.

– sine and cosine standing waves associated with R do not carry flux

– advantage of R: being real, calculable using real quantities only
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• complex S◦ matrix:

S◦ = ReS◦ + iImS◦

ReS◦ = (I−R◦
2
)(I + R◦

2
)−1,

ImS◦ = 2R◦(I + R◦
2
)−1 (196)

• scaled configuration-space scattering amplitude f
λ′n′

λ′
λnλ

:

f
λ′n′

λ′
λnλ

= (vλ′n′
λ′
/vλnλ

)1/2S◦
λ′n′

λ′
λnλ

(197)

vλnλ
: scaled channel velocities ( 185) probabilities P

λ′n′
λ′

λnλ
: in terms of scaled
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channel quantities ( 180):

P
λ′n′

λ′
λnλ

= (vλnλ
/vλ)|fλ′n′

λ′
λnλ
|2, P

λ′n′
λ′

λnλ
= |S◦

λ′n′
λ′

λnλ
|2 (198)

– once the open part of the scattering matrix is known, so are all the reaction
probabilities at the same total energy
– from the symmetry of S: principle of microscopic reversibility

P
λnλ
λ′n′

λ′
= P

λ′n′
λ′

λnλ
(199)

– from unitarity of S◦ (sum over open channels):

∑
λnλ

P
λ′n′

λ′
λnλ

= 1 (200)
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eq. (200) constitutes the property of flux conservation, and justifies the use of

the term probability for the quantities P
λ′n′

λ′
λnλ

– Ralph Jaquet, University Siegen – 160



Computation methodology

• to determine the transition probabilities P
λ′n′

λ′
λnλ

, including include reactive

(λ 6= λ′) as well as the nonreactive (λ = λ′) ones, it suffices to obtain the
reactance matrix R

• one needs a sufficiently large number of linearly independent solutions of the
SE and putting the associated g matrix form of eq. (191)

• from this, the square coefficient matrices C and D can be obtained, and R
calculated from eq. (194) as long as care has been taken to ascertain that C is
nonsingular

• different approaches: to obtain such linearly independent solutions of the SE:
Mortensen and Pitzer, Mortensen, Diestler and McKoy, Truhlar and Kuppermann,
and Truhlar et al used finite different methods and Cartesian coordinates
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– finite difference methods: computationally very inefficient and inappropriate
for extension to problems of higher dimensionality
– other approaches: solve the integral equation equivalent to eq. (175): Sams
and Kouri
– variational approach: Mortensen and Gucwa
– finite element approach: Askar et al
– most widely used approach: the coupled-channel (i.e., close-coupling - CC)
method

• basic method: choose a set of two convenient variables x and y to describe
the configuration of the system; the variables may be different in different regions
of configuration space, but satisfy the central property that for x, equal to a
constant x̄, the potential energy function V (x̄, ȳ) assumes very large values for
small and for large y
– the wave function ψ(x, y) is expanded in eigenfunctions of a one-mathematical-
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dimensional Hamiltonian in y containing V (x̄, ȳ), the resulting coupled ordinary
differential equations in the x-dependent coefficients are solved
– variations of this approach: Rankin and Light, Miller and Light, Kuppermann,
Diestler, Johnson, and Light and Walker

• Kuppermann method: the scaled configuration space is divided into three
regions (denoted by I, II, and III in Fig. 23) and called, respectively, the reagent,
the strong interaction, and the product regions
– in each of these regions different coordinates and different basis sets for
expanding the wave function are used
– along the line P1P2 : the asymptotic behavior vα(rα)
– along P6P7: equals vγ(rγ)
– P0: inside the dissociated plateau
– wave function: vanish along the line P1P0P7, and along the line P2P4P6

– to integrate the SE: Cartesian coordinates (Rα, rα) and (Rγ, rγ) in regions I
and III, in region II the circular polar coordinates (ρ, ψ) with origin P0
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Figure 23: Coordinates and regions of scaled configuration space for integrating
the Schrödinger equation for collinear triatomic reactions.

– Ralph Jaquet, University Siegen – 164



• the nuclear motion Hamiltonian: in terms of (Rα, rα) and (Rγ, rγ) (see eq.
(162), in the (ρ, ψ) coordinates:

H = −~2

2µ
[

1
ρ1/2

∂2

∂ρ2
ρ1/2 +

1
ρ2

∂2

∂φ2
] + V (ρ, φ)− ~2

8µρ2
(201)

– subdivide region I into nI subregions separated by lines of constant Rα at
Rα = R◦α, R

1
α..., R

nI
α , where R0

α = Rα1 and RnI
α = Rα0 are the Rα coordinate of

points P1, and P0

– range of the ith subregion is Ri−1
α < Rα < Ri

α

– expanding the wave function: choose as basis functions the eigenfunctions
φαnα(rαi

;Ri0
α ) of the reference potential V α1

ref(rα;Ri0
α ) = V (Ri0

α , rα)
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• φ satisfies:

[−~2

2µ
d2

dR2
α

+ V α
ref(rα;Ri0

α )]φαnα(rα;Ri0
α ) = Eαnα(Ri0

α )φαnα

φαnα(rα1;Ri0
α ) = φαnα(rα2;Ri0

α ) = 0 (202)

rα1 , rα2: rα coordinates of points P1 and P2

Eαnα(Ri0
α ) : energy levels of the local transverse vibration at Rα = Ri0

α

– basis set φαnα(rα : Ri0
α ) furnishes a better representation of the scattering

wave functions than do the diatom eigenfunctions φαnα(rα;Rα →∞):

ψλ′n′
λ′ =

∑
nα

g
λ′n′

λ′
αnα (Rα;Ri0

α )φαnα(rα;Ri0
α ) (203)
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– substitute into eq. (175) with H given by the first part of eq. (162), multiply
both sides by φ∗αn̄α

(rα;Ri0
α ), integrate over rα from an rα2 to rα1 =⇒ coupled

equations:

−~2

2µ
d2gI

dR2
α

+ VI(Rα;Ri0
α )gI = EI(Ri0

α )gI (204)

matrices dimension: N=nα

– expansion should be infinite; it is truncated at a finite N, which is greater than
the number of open channels at the energy being considered, convergence with
respect to increasing N is determined numerically

gI : gλ′nλ′
αnα , EI: diagonal matrix E − Eαnα(Ri0

α )

VI: interaction potential matrix

V
In′α
nα (Rα;Ri0

α ) = 〈φαnα(rα;Ri0
α )|Vα(Rα, rα)−Vα(Ri0

α , rα)|φαn′α(rα;Ri0
α )〉 (205)
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– SE is integrated in region I for N independent solutions by choosing
gI(Rα1;Ri0

α ) = dgI
0 and dgI(Rα1;Ri0

α )/dRα = gI
0 arbitrarily, but not

simultaneously zero. One such choice is to make the first equal to the identity
matrix and the second equal to the null matrix

– this corresponds to a choice of initial conditions at the start. value Rα1 of Rα

– one integrates the coupled equations through subregion I, change to the basis
set for subregion II at the boundary between these subregions, continue in this
manner until one reaches the end of region I

– change in vibrational basis sets at the boundary between subregions i and i+1
is accomplished by imposing the condition that the wave function ψλ′n′

λ′ and its
derivative with respect to Rα be continuous at that boundary
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• this results in the relations:

gI(Ri
α;Ri+1,o

α ) = SI
ig

I(Ri
α, R

io
α ),

dgI(Ri
α;Ri+1,o

α )
dRα

= SI
i

gI(Ri
α;Rio

α )
dRα

, (206)

SI
i : overlap matrix between the basis functions for subregions i and i+ 1

S
In′α
inα

= 〈φαnα(rα;Ri+1,o
α )|φαn′α(rα;Rio

α )〉. (207)

– proceeding to region II: also subdivided into subregions by lines of constant φ
at φ = φ0, φ1, ..., φ

nII, where φ0 = 0 and φ
nII = φmax are the φ coordinate of

points P3 and P5

– range of the ith subregion is φi−1 < φ < φi

– potential energy functions V (ρ, φ): along lines of constant φ have the shape
of diatomic molecule potential energy functions
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– choose as basis functions for the ith subregion the eigenfunctions ψII(ρ;φio)
of the reference potential V II

ref(ρ;φio) = V (ρ, φio), where φio is a value of φ in
that subregion

[−~2

2µ
d2

dρ2
+ V II

ref(ρ;φio)]φIIn(ρ;φio
λ ) = EIIn(φio)φIIn (208)

– boundary conditions:

φIIn(ρi
max;φio) = φIIn(ρ = 0;φio) = 0, (209)

ρi
max: value of ρ for the intersection point between the φ = φi0 line and the line
P3P4P5

– φIIn and EII are local transverse vibrational eigenfunctions and eigenvalues
that lead to a much more rapidly converging expansion of the scattering wave
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function in subregion IIi than would the eigenfunctions of the isolated diatom
reagent or product

expansion of the wave function:

ψλ′n′
λ′ = ρ−1/2

∑
n

g
λ′n′

λ′

IIn
(φ;φio)φIIn(ρ;φio). (210)

substituting this expression into eq. (175) with H given by eq. (201):

− ~2

2µ
d2gII

dφ2
+ ρ2(φio)VII(φ;φio)gII = ρ2EII(φio)gII. (211)
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gII: g
λ′n′

λ′

IIn
; ; ρ2,VII and EII :

ρ2n′
n (φio) = 〈φIIn(ρ;φio)|ρ2|φIIn′(ρ;φ

io)〉

V IIn′
n (φ;φio) = 〈φIIn(ρ;φio)|V (ρ, φ)− V (ρ, φio)− ~2

8µρ2
|φIIn′(ρ;φ

io)〉

EIIn′
n (φio) = δn′

n [E − EIIn(φio)]. (212)

– condition: at the boundary between regions I and II ψλ′n′
λ′ and its derivative

with respect to Rα are continuous, this leads to the following relations between
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the initial values of gII or its φ derivative and the final values of gI or its Rα

derivative:

gII(φ = 0;φ1o) = ρ1/2gI(Rα0;R
nIo
α ) (213)

dgII(φ = 0;φio)/dφ = −ρ3/2[dgI(Rα0;R
nIo
α )/dRα],

ρbn′
n = (φIIn(ρ;φio)|ρb|φIIn′(rα1 − ρ;R

nIo
α )), b =

1
2
,
3
2
. (214)

– change in vibrational basis set at the boundary between subregions IIi and IIi
+ 1 is: analogous to eqn. (206) and (207)
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– using them and eq. (213) one can integrate eq. (211) from the beginning
through the end of region II

– region III: analogous to eqn. (202 - 207) with I and α replaced by III and γ
respectively

– boundary between regions II and III: analogous to eq. (213) with a plus rather
than a minus sign in the right-hand side of the second of these equations to
indicate that both φ and Rγ increase in the direction of integration

• procedure: integrate the SE from the beginning of region I to the end of III
– CC solvers commonly used: Gordon, Magnus, and Light and Walker

– due to the necessary inclusion of closed channels in the expansion of ψλ′n′
λ′ the

columns of the g matrices tend to become linearly dependent as the integration

proceeds, thereby destroying the needed linear independence of the ψλ′n′
λ′

– this can be avoided by reorthogonalization procedures, one of which involves
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right multiplying g and g′ by g−1, which means continuing the integration with
gnew = I and g′new = gIg−1

– this corresponds to obtaining n solutions with the modified initial conditions
gI

0new
= gI

0g
−1 and gI′

new = gI′
0 g
−1

– each time a reorthogonalization procedure is performed anywhere in regions I,
II, or III, the initial conditions of region I must be modified accordingly
– R-matrix method developed by Light and Walker (1976) has elegantly bypassed
this complication

gIII
f : the final gIII matrix at the end of region III

gI
0: initial gI matrix at the beginning of region I, equivalent notation for the

derivatives with respect to Rγ and Rα

• perform integrations of the SE starting at the beginning of region III and
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terminating at the end of region I

gIII
o and gI

f : initial and final matrices, with a similar notation for their derivatives

– with the help of these several matrices we can determine the R matrix

– define the global g and g′ matrices:

g =
(

gI
0 gI

f

gIII
f gIII

0

)
, g′ =

(
gI′

0 gI′
f

gIII′
f gIII′

0

)
(215)

g must have assumed the form given by eq. (191):

g = v−1/2[SC + CD], g′ = v−1/2[S ′C + C′D] (216)

S ′ and C′ : diagonal matrices, whose diagonal elements are the derivatives with
respect to Rλ of eqn. (192) and (193)
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eq. (216): all matrices except C and D are now known

• from these equations we can therefore obtain these unknowns and from them
R by using eq. (194)

– from the open part R◦ of R we obtain S◦ from either eqn. (195) or (196)

– transition probabilities P
λ′n′

λ′
λnλ

: use eq. (198).
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Electronically nonadiabatic exchange reactions
• chemical reaction: involves change in the electronic state of the triatomic
system:
– extension of theoretical formulation of exchange reaction (eqn. (176) and
(179))
– family of electronically diabatic potential energy surfaces as well as a family of
coupling potential energy surfaces
– the lowest two of these surfaces interact and the others are at energies that
are high compared to the collision energy being considered: use the two-state
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approximation

(−~2

2µ
(
∂2

∂R2
α

+
∂2

∂r2α
) + V1(Rα, rα)− E)ψ1(Rα, rα) = −V12(Rα, rα)ψ2(Rα, rα)

(−~2

2µ
(
∂2

∂R2
α

+
∂2

∂r2α
) + V2(Rα, rα)− E)ψ2(Rα, rα) = −V21(Rα, rα)ψ1(Rα, rα)

(217)

V1 and V2: electronically diabatic surfaces

V12: coupling potential energy surface
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– asymptotic conditions:

ψiλ′n′
λ′ ∼

∑
λnλ

[e(−ikiλnλ
Rλδ

λ′n′
λ′

λnλ
+ eikiλnλ

Rλf
λ′n′

λ′
λnλ

]φiλnλ
(rλ), i = 1, 2

ψjλ′n′
λ′ ∼

∑
λnλ

f
λ′n′

λ′
λnλ

eikjλnλ
Rλφjλnλ

(Rλ), j 6= i, j = 1, 2 (218)
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The Quantum Dynamics of Three-Dimensional Reactive Triatomic Systems
• generalization of the description of the electronically adiabatic reactive scattering
of collinear triatomic systems to three physical dimensions (3-PD)

• appropriate spherical scattered waves replace the corresponding collinear plane
waves

• additional difference: two reactive product arrangement channels (AB + C and
AC + B), bifurcation” problem
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Reactive-scattering formalism
– choose a system of coordinates that spans the 6-MD configuration space
– Oxyz be a system of coordinates whose origin 0 is the center of mass of the
system and whose axes are parallel to a system of laboratory-fixed axes (LAB =
laboratory-fixed system)
– spherical polar coordinates of the scaled Rλ in this system are Rλ, θλ, φλ

– body-fixed (BF) coordinate system OXλYλZλ obtained by rotating the Oxyz
axis by the Euler angles φλ, θλ, 0 (see Fig. 24
– resulting OZλ axis points along the Rλ, rλ

– spherical polar coordinates in the space-fixed (SF) system are rsf
λ =

(rλ, θrλ, φrλ) and in body-fixed system are rbf
λ (rλ, γλ, ψλ)

– γλ: the angle between Rλ and rλ; ψλ: tumbling a. around (Rλ, Oz) plane
– BF coordinates: leads to simpler final expressions for the cross sections and to
a simpler solution to the bifurcation problem
– SF coordinates can also be used
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Figure 24: Body-fixed (BF) and space-fixed (SF) coordinates for triatomic system
in three physical dimensions.
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– BF coordinates: SE equation

Hψλ′n′
λ′ = Eψλ′n′

λ′ (219)

– asymptotic condition for large Rλ(λ = α, β, γ):

ψλ′n′
λ′ ∼ exp(ikλ′c′

λ′j
′
λ′
Rλ′z)Φλ′n′

λ′
(rsf

λ′ ) +∑
λnλ

f
λ′n′

λ′
λnλ

(θλ, φλ)(Rλ)−1 exp(ikλcλjλ
Rλ)φλnλ

(rbf
λ ) (220)

λ and λ′: designate the final and initial arrangement channels

nλ : set of quantum numbers cλ, jλ,mjλ
of the AνAk isolated diatom

cλ: vibrational quantum number, jλ: its rotational angular momentum quantum
number
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mjλ
: quantum number associated with the projection of the diatom’s rotational

angular momentum along the direction of the final relative wave-number vector
kλcλjλ

(i.e., the helicity polarization quantum number) which, as Rλ ∼ ∞, lies in
the θλ, φλ direction

n′λ′: represents the corresponding quantum numbers c′λ′j
′
λ′m
′
j′λ′ of the initial

diatomic reagent Aν′Ak′ where the axis of quantization for m′
j′
λ′

is the direction

of the initial relative wave-number vector kλ′c′
λ′j
′
λ′

that has been chosen to lie

along the laboratory-fixed Oz axis

Rλ′z: component of Rλ′ along that axis, for Rλ′ ∼ ∞ Rλ′ lies in the −kλ′c′
λ′j
′
λ′

direction in the negative Oz direction
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helicity representation: axis of quantization for the reagent and product diatoms:
initial and final relative wave-number vectors

– this particular choice of representation greatly simplifies the expression for the
scattering amplitude given by eq. (238)

– φλnλ
(rbf

λ ) and φλ′n′
λ′
(rsf

λ′ ) in eq. (220): diatomic product and reagent

rovibrational eigenfunctions in scaled coordinates and in the helicity representation

– (Rλ)−1 exp(ikλcλjλ
): a spherical radial scattered wave

– exp(ikλ′c′
λ′j
′
λ′
Rλ′

z′
): plane wave representing the initial relative motion of the

atom Aλ with respect to the diatomic molecule Aν′Ak′ in scaled coordinates

– f
λ′n′

λ′
λnλ

(θλ, φλ): scattering amplitude from initial state λ′n′λ′ of the reagent
to final state λnλ of the product, for initial and final relative atom-diatom

– Ralph Jaquet, University Siegen – 186



wave-number vectors kλ′c′
λ′j
′
λ′

and kλcλjλ

– θλφλ : polar angles in the Oxyz system whose Oz axis lies along kλ′c′
λ′j
′
λ′

– energy conservation relation:

(~2k2
λ′c′

λ′j
′
λ′
/2µ) + Eλ′c′

λ′j
′
λ′

= (~2k2
λcλjλ

/2µ) + Eλcλjλ
= E, λ = α, β, γ (221)

Eλ′c′
λ′j
′
λ′
, Eλcλjλ

: rovibrational energy of the initial and final diatoms; E: total
energy

– unscaled coordinate scattering amplitude f
′λ′n′

λ′
λnλ

(θλ, φλ) is related to the scaled
one by:

f
′λ′n′

λ′
λnλ

(θλ, φλ) = (aλ)−1(aλ/aλ′)1/2f
λ′n′

λ′
λnλ

(θλ, φλ) (222)
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– aλ : eq. (168) differential cross section for the λ′n′λ′ → λnλ process:

σ
λ′n′

λ′
λnλ

(θλ, φλ) = (v′λnλ
/v′λ′n′

λ′
)|f ′λ

′n′
λ′

λnλ
(θλ, φλ)|2 (223)

v′λnλ
and v′

λ′n′
λ′

: final and initial unscaled coordinate velocities

– sum in the right-hand side of eq. (220) includes the closed-channel terms, for
which Eλcλjλ

> E

– present formulation: Aα, Aβ, and Aγ (distinguishable atoms)

– when they are not, the scattering wave function must be made to satisfy the
Pauli principle

– this can be achieved a posteriori, after solving the SE and ignoring this principle
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Scattering and reactance matrices and boundary conditions
• define: surface functions φJMJ

λbλ
(R̂λ, rbf

λ ): R̂λ is the unit vector in the Rλ

direction( laboratory-fixed polar angles θλ, φλ)

– function of five scalar variables θλ, φλ, γλ, ψλ, defined as a simultaneous
eigenfunction of the following five operators:

(1) the square of the triatomic system total angular momentum J2
op

(2) the Oz laboratory-fixed component of that angular momentum Jzop

(3) the energy of the isolated Aν Ak diatom hλop

(4) the square of the rotat. ang. momentum of that isolated diatom j2λop

(5) the component of that angular momentum along the body-fixed OZλ (i.e.,
Rλ) axis jzλop
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quantum numbers: J,MJ , cλ, jλ and Ωλ respectively, and bλ designates the
cλ, jλ,Ωλ subset

Ωλ: ass. with tumbling motion around Rλ; tumbling angle ψλ

φ
JMJ
λbλ

(R̂λ, rbf
λ ) = [(2J + 1)/4π]1/2DJ

MjΩλ
(φλθλ)ΦλcλjλΩλ

(rbf
λ ) (224)

DJ
MjΩλ

: Wigner rotation function, ΦλcλjλΩλ
(rbf

λ ): simultaneous eigenfunction of

the hλop (Hamiltonian), j2λop
and jzλop

: operators of the isolated AνAk diatom in
the scaled coordinates OXλYλZλ body-fixed system of axis
for a molecule in a Σ state:

ΦλcλjλΩλ
(rbf

λ ) = (r)−1φλcλjλΩλ
(rλ)YjλΩλ

(γλ, ψλ) (225)

YjλΩλ
: spherical harmonic
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φλcλjλ
(rλ) satiesfies radial SE:

[−~2

2µ
d2

dr2λ
+ vλ(rλ) +

jλ(jλ + 1)~2

2µr2λ
]φλcλjλ

(rλ) = Eλcλjλ
φλcλjλ

(rλ) (226)

vλ(rλ): interatomic potential of the isolated AνAk

– let ψJMJλ′b′
λ′ be a simultaneous eigenfunction of H,J2

op and Jzop:
for large Rλ: expansion in surface functions

ψJMJλ′b′λ ∼
∑
λbλ

(R)−1(gJMJ)
λ′b′

λ′
λbλ

(R)φJMJ
λbλ

(R̂λ, rbf
λ ) (227)

– Ralph Jaquet, University Siegen – 191



(gJMJ)
λ′b′

λ′
λbλ

(Rλ)
∼

R′α →∞ v
−1/2
λcλjλ

[IJ
λcλjλJ(Rλ)(AJMJ)

λ′b′
λ′

λbλ
−OJ

λcλjλJ(Rλ)BJMJ)
λ′b′

λ′
λbλ

]
(228)

I and O: incoming and outgoing waves

IJ
λcλjλJ(Rλ) =

{
e−i[kλcλjλ

Rλ−1
2(J+jλ)π] for open channels

e−|kλcλjλ
|Rλ for closed channels

OJ
λcλjλJ(Rλ) =

{
ei[kλcλjλ

Rλ−1
2(J+jλ)π] for open channels

e|kλcλjλ
|Rλ for closed channels

(229)

phase 1
2(J + jλ)π is introduced for convenience
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rewrite eq. (228):

gJMJ ∼ v−1/2[IJAJMJ −OJBJMJ] (230)

intermediate scattering matrix S̄J :

BJMJ = S̄JAJMJ (231)

body-fixed helicity scattering matrix S̄J :

(SJ)
λ′c′

λ′j
′
λ′m

′
jλ′

λcλjλmjλ
= (S̄J)

λ′c′
λ′j
′
λ′,Ω

′
jλ′

=−m′
j′
λ′

λcλjλ,Ωjλ
=mjλ

(232)

negative sign in the column label of this expression is introduced because as
Rλ′ ∼ ∞,Rλ′ and kλ′c′

λ′j
′
λ′

become antiparallel
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(1) SJ is unique: independent of AJMJ and of MJ ; depends on E and J

(2) open part SJ
o of SJ is symmetric, this property leads to the principle of

microscopic reversibility

(3) SJ
o is unitary

– this results in the conservation of particle flux

eq. (230) can also be written as:

gJMJ ∼ v−1/2[SJCJMJ + CJDJMJ] (233)

– Ralph Jaquet, University Siegen – 194



SJ
λbλ

(Rλ) =

{
sin[kλcλjλ

Rλ − 1
2(J + jλ)π] for open channels

e|kλcλjλ
Rλ| for closed channels

(234)

CJ
λbλ

(Rλ) =

{
cos[kλcλjλ

Rλ − 1
2(J + jλ)π] for open channels

e−|kλcλjλ
Rλ| for closed channels

(235)

reactance matrices:

DJMJ = RJCJMJ,

(RJ)
λ′c′

λ′j
′
λ′m

′
jλ′

λcλjλmjλ
= (R̄J)

λ′c′
λ′j
′
λ′,Ω

′
jλ′

=−m′
j′
λ′

λcλjλ,Ωjλ
=mjλ

(236)
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body-fixed helicity reactance matrix RJ: important properties

(1) RJ is unique

(2) RJ is real

(3) the open part RJ
o of RJ is symmetric

SJ
◦ = (I + iRJ

◦)(I− iRJ
◦)
−1 (237)
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Distinguishable atom scattering amplitudes and cross sections

• scaled coordinate distinguishable-atom scattering amplitude for the λ′n′λ′ → λnλ

transition in the body-fixed helicity representation :

f
λ′n′

λ′
λnλ

(θλ, φλ) = (
vλ′c′

λ′j
′
λ′

vλ,cλjλ

)1/2exp(imjλ
φλ)

2kλ′c′
λ′j
′
λ′

ij
′
λ′−jλ+1

∞∑
J=0

(2J + 1)dJ
m′

j′
λ′

mjλ
(θλ)(TJ

0 )
λ′n′

λ′
λnλ

(238)

transition matrix TJ
o :

TJ
◦ = I− SJ

◦ (239)
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λ′n′λ′ → λnλ distinguishable-atom differential cross section :

σ
λ′n′

λ′
λnλ

(θλ) = (4k′
2

λ′c′
λ′j
′
λ′
)−1|

∞∑
J=0

(2J + 1)dJ
m′

j′
λ′

mjλ
(θλ)(TJ

0)
λ′n′

λ′
λnλ
|2 (240)

k′: initial wave number in unscaled coordinates

– dependence of σ on θλ:
– dJ

m′
j′
λ′

mjλ
: are real and display an oscillatory dependence on θλ, the higher the

value of J , the faster is the rate of oscillation
– for direct reactions such as the distinguishable atom H + H2 exchange reaction:
the variation of σ with θλ is monotonic
– phases and amplitudes of the TJ

o matrix elements bear a relationship to each
other that leads, for such reactions, to the disappearance of the oscillations in σ
– although the scattering amplitudes depend on θ, the differential cross sections
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do not, because the initial probability density is cylindrically symmetrical around
the quantization axis, and therefore so must the final one be, in the absence of
external fields
– dJ

m′m(0) = δm′m and dJ
m′m(π) = (−1)J+mδm′−m:

– from eq. (240): for m′
j′
λ′
6= mjλ

: σ
λ′n′

λ′
λnλ

(π) vanishes

– from m′
j′
λ′
6= −mjλ

: σ
λ′n′

λ′
λnλ

(π) vanishes

• integral cross section Q
λ′n′

λ′
λnλ

:

Q
λ′n′

λ′
λnλ

=
π

k′
2

λ′c′
λ′j
′
λ′

∞∑
J=0

(2J + 1)|(TJ
0)

λ′n′
λ′

λnλ
|2 (241)

– no need for accurate phases of the transition matrix to obtain accurate integral
cross sections; integral cross sections are easier to calculate
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λ′n′λ′ → λnλ J partial wave reaction probability:

P J
λ′n′

λ′
λnλ

= |(SJ
0)

λ′n′
λ′

λnλ
|2 (242)

λ′n′λ′ → λnλ integral cross section:

Q
λ′n′

λ′
λnλ

=
π

k′
2

λ′c′
λ′j
′
λ′

∑
J=0

(2J + 1)P J
λ′n′

λ′
λnλ

, λnλ 6= λ′n′λ′ (243)

σ
λ′n′

λ′
λnλ

and Q
λ′n′

λ′
λnλ

may be averaged over the initial m′
j′
λ′

and summed over the

final mjλ
to give the degeneracy-averaged quantities σ

λ′c′
λ′j
′
λ′

λcλjλ
and Q

λ′c′
λ′j
′
λ′

λcλjλ

– Ralph Jaquet, University Siegen – 200



• for inelastic or reactive transitions:

Q
λ′c′

λ′j
′
λ′

λcλjλ
=

π

k′
2

λ′c′
λ′j
′
λ′

∞∑
J=0

(2J + 1)P J
λ′c′

λ′j
′
λ′

λcλjλ
, λcλjλ 6= λ′c′λ′j

′
λ′ (244)

opacity function P J
λ′c′

λ′j
′
λ′ :

P J
λ′c′

λ′j
′
λ′

λcλjλ
= (2j′λ′ + 1)−1

∑
mjλ

m′
j′
λ′

P J
λ′n′

λ′
λnλ

(245)
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• from the unitarity of the scattering matrix:

(1) Conservation of flux for body-fixed helicity transition probabilities

∑
λnλ

P J
λ′n′

λ′
λnλ

= 1 (246)

(2) Conservation of opacity

∑
λcλjλ

P J
λ′c′

λ′j
′
λ′

λcλjλ
= 1 (247)
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• from the symmetry of SJ
o we obtain:

(3) Microscopic reversibility for body-fixed helicity transition probabilities

P J
λ′n′

λ′
λnλ

= P Jλnλ

λ′n′
λ′

(248)

(4) Microscopic reversibility for opacity functions

(2j′λ′ + 1)P J
λ′c′

λ′j
′
λ′

λcλjλ
= (2jλ + 1)P Jλcλjλ

λ′c′
λ′j
′
λ′

(249)

(5) Microscopic reversibility for body-fixed integral helicity cross sections

k′
2

λ′c′
λ′j
′
λ′
Q

λ′n′
λ′

λnλ
= k′

2

λcλjλ
Q

λnλ
λ′n′

λ′
(250)
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(6) Microscopic reversibility for degeneracy-averaged integral cross sections

(2j′λ′ + 1)k′
2

λ′c′
λ′j
′
λ′
Q

λ′c′
λ′j
′
λ′

λcλjλ
= (2jλ + 1)k′

2

λcλjλ
Q

λcλjλ
λ′c′

λ′j
′
λ′

(251)

(7) Microscopic reversibility for body-fixed helicity differential cross sections

k′
2

λ′c′
λ′j
′
λ′
σ

λ′n′
λ′

λnλ
(θλ) = k′

2

λcλjλ
σ

λnλ
λ′n′

λ′
(θλ′ = θλ) (252)

– eqn. (246 - 252) relate properties of forward (λ′ → λ) and backward (λ→ λ′)
processes occurring at the same total energy E
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Cross sections for systems containing identical atoms

for undistinguishable atoms:

include the effects of the Pauli principle on the reactive scattering problem

– interaction energies between the nuclear spin and the orbital motions: in general
several orders of magnitude smaller than the Born-Oppenheimer interaction
potential

– neglect those spin-orbit interactions in the present considerations

• Pauli principle may be introduced: the techniques of post-antisymmetrization
(for identical fermions) or post-symmetrization (for identical bosons)

– H3 system: two independent sets of distinguishable scattering amplitudes:

reactive (or exchange) f ′
R

and nonreactive (or direct) f ′
N
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– appropriately antisymmetrized scattering wave functions can be obtained by
taking linear combinations of those of the distinguishable atom (Kuppermann et
al, 1976)

– correct antisymmetrized differential cross sections can be expressed in terms

of the f ′
R

and f ′
N
:

(1) para → para(j′, j even)

σpn′
pn =

v′cj

v′c′j′
|f ′

Nn′

n − f ′
Rn′

n |2 (253)

(2) para → ortho (j′ even j odd)

σpn′
on = 3

v′cj

v′c′j′
|f ′

Rn′

n |2 (254)
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(3) ortho → para (j′ odd, j even)

σon′
pn =

v′cj

v′c′j′
|f ′

Rn′

n |2 (255)

(4) ortho → ortho (j′, j odd)

σon′
on =

v′cj

v′c′j′
(|f ′

Nn′

n + f ′
Rn′

n |2 + 2|f ′
Rn′

n |2) (256)

– in eqn. (253) and (256): interference effects between the f ′
N ± f ′R terms
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Computational methodology
• about 1976, only three coupled-channel methods have been used in cross section
calculations for 3-PD systems

– Elkowitz and Wyatt (EW): natural collision coordinates (NCC) and local
hindered asymmetric-top-vibrator basis sets

– Kuppermann and Schatz (KS): uses asymptotic free rotor local vibrator basis
sets, and different coordinates in different regions of configuration space

– advantage of EW-approach: their basis functions furnish an efficient
representation of the local motion; contain very useful interpretive information in
the form of asymmetric top-rotational energy correlation diagrams

– but NCC are more cumbersome to use in the representation of the potential
energy function and in the calculation of the matrix elements that appear in the
coupled-channel equations
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– Walker et al: has elements in common with both the Elkowitz and Wyatt and
the Kuppermann and Schatz approaches
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• Schatz and Kuppermann:

define the complete discrete orthonormal body-fixed basis set:

YJMJ
jλΩλ

(θλ, φλ, γλ, ψλ) = (
2J + 1

4π
)1/2DJ

MJΩλ
(φλ, θλ, 0)YjλΩλ

(γλ, ψλ) (257)

– simultaneous eigenfunctions of the operators J2
op, Jzop and j2λop

; span the 4-MD
subspace θλ, φλ, γλ, ψλ

– ψ
JMJ
λ : simultaneous eigenfunctions of H,J2

op and Jzop expressed in λ

arrangement channel coordinates Rλ, r
bf
λ

ψ
JMJ
λ (Rλ, r

bf
λ ) =

J∑
Ωλ=−J

∞∑
jΩ=|Ωλ|

(Rλrλ)−1F J
λjλΩλ

(Rλ, rλ)YJMJ
jλΩλ

(θλ, φλ, γλ, ψλ)

(258)
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coupled-channel partial differential equations for the functions F J
λjλ,Ωλ

:

t
Jλjλ
Ωλ,Ωλ−1

F J
λjλ,Ωλ−1

+tJλjλ
Ωλ,Ωλ

F J
λjλ,Ωλ

+tJλjλ
Ωλ,Ωλ+1

F J
λjλ,Ωλ+1

+
∑
j′λ

V
λΩλ
jλj′

λ
F J

λjλ,Ωλ
= EF J

λjλ,Ωλ

kinetic energy operators:

t
Jλjλ
Ωλ,Ωλ

(Rλ, rλ) = −~2

2µ
(
∂2

∂R2
λ

+
∂2

∂r2λ
) +

jλ(jλ + 1)~2

2µr2λ
+

~2

2µR2
λ

[J(J + 1)− 2Ω2
λ + jλ(jλ + 1)]tJλjλ

Ωλ,Ωλ±1
(Rλ) = − ~2

2µR2
λ

ξ±(J,Ωλ)ξ±(jλ,Ωλ)

ξ±(j,m) = [j(j + 1)−m(m± 1)1/2], |m| ≤ j (260)
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potential energy function:

V
λΩλ
jλj′

λ
(Rλ, rλ) = (jλΩλ|Vλ(Rλ, rλ, γλ)|j′λΩλ) (261)

– eq. (259): t
Jλjλ
Ωλ,Ωλ±1

terms are centrifugal coupling terms that are independent

of V and couple F J
λjλ,Ωλ

with F J
λjλ,Ωλ±1

, they depend only on Rλ and the quantum
numbers J, jλ,Ωλ

– for reactive systems: the range of total angular momentum quantum numbers
J that contribute appreciably to the reactive cross sections is usually much smaller
than that which contributes to nonreactive inelastic cross sections, and in many
instances these t

Jλjλ
Ωλ,Ωλ±1

(Rλ) terms can be neglected

– in this case eq. (259) becomes diagonal in Ωλ i.e. the F J
λjλ,Ωλ

for different
tumbling angular momenta in arrangement channel λ are decoupled, since the
V

λΩλ
jλj′

λ
do not couple such functions
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– this leads to the tumbling decoupling approximation
– for each J : a system of coupled equations scanned by the rotational quantum
numbers jλ and Ωλ

– the potential energy function couples different jλ
– angular-momentum tumbling centrifugal terms couple different Ωλ

– method of solution of these coupled-channel equations: consider the internal
configuration space Rλ, rλ, γλ in the symmetrized hyperspherical coordinate
mapping (coordinate axes are XλYλZλ)
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Figure 25: Intersection of matching half-phanes πλν, πνk, πkλ with the XλZλ

plane of Fig. 21b. Curves are intersections of an equipotential surface with that
same coordinate plane.
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– Fig. 25: outline of a equipotential on the XλZλ plane (which coincides
with the XνZν and XkZk planes), and the intersection with that plane of three
halfplanes, labeled πλν, πνk, and πkλ whose common edge is the Yλ, axis (which
coincides with the Yν, and Yk axes), perpendicular to the plane of the figure
– these half-planes divide the internal configuration space into three arrangement-
channel subspaces, λ, ν and k
– they define three subspaces of the total configuration space

• method of solution consists of integrating the coupled equations eq. (259) over
the range of Rλ, rλ which, together with γλ, spans the λ arrangement-channel
subspace
– integration is performed by dividing the Rλ, rλ subspace into regions, using
appropriate variables and basis sets in each region
– in each region: a set of coupled ordinary differential equations that can be
integrated numerically by the use of an appropriate efficient algorithm
– this procedure generates a set of linearly independent wave functions
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ψ
JMJ
λbλ

(Rλ, rbf
λ) that span the λ arrangement-channel subspace, but do not

cover the entire configuration space
– generate wave functions ψJMJ

νbν
(Rν, rbf

ν ) and ψ
JMJ
kbk

(Rk, r
bf
k ) that span the ν

and k arrangement-channel subspaces
– these λ, ν and k solutions overlap on the πλν, πνk and πkλ half-planes, but
have in general different values on those surfaces
– generate solutions of the SE for a given J and MJ , which are everywhere
continuous and smooth, we take linear combinations of the ψJMJ

λbλ
(Rλ, r

bf
λ ) in the

λ arrangement-channel subspace, of the ψJMJ
νbν

(Rν, r
bf
ν ) in the ν subspace and of

the ψJMJ
kbk

(Rk, r
bf
k ) in the k subspace

– impose on these three different sets of linear combinations the conditions that
they be continuous on the πλν, πνk and πkλ half-planes and that their derivatives
normal to these half-planes also be continuous
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Results for H + H2

1970ies: only system for which accurate 3-PD quantum mechanical reactive
scattering cross-section calculations had been performed was the H + H2 system

(a) Kuppermann and Schatz (KS) [104, 241]

(b) Elkowitz and Wyatt (EW) [220, 221]: natural collision coordinate method
and rotationally adiabatic basis functions

c) Walker, Light, and Altenberger-Siczek [48]: asymmetric A + BC reaction
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Figure 26: Internal translation-vibration coordinates. (a) Natural coordinates
by EW [220, 221] , drawn in the first quadrant only. On the match surface
Mαγ, s = 0, and on the approach to Mαγ from reactants, s increases toward
zero. (b) Segmentation of coordinate space used by KS [104, 241], showing local
polar coordinates on the strong interaction (III) and matching (IV) regions. (c)
Coordinates for asymmetric A + BC reaction, introduced by Walker, Light, and
Altenberger-Siczek [48]. In the region between Mαγ and Mαβ about the Rα axis,
collision coordinates uα and ρ are introduced relative to the reference curve RC
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Figure 27: (a) Reactant tube for α arrangement, showing reaction paths RP and
RP’, and match surfaces Mαγ and Mαβ. The dark regions locate geometries
where V < 1 eV, for example, for a reaction passing through two near-linear
intermediates. (b) Rotation out of the collinear plane (at P) about the Rα or Rγ

(with uα = 0 and uγ = 0, respectively) does not define the αγ match surface.
(xαzα) are the components of rγ on the BF axes.
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Figure 28: Schematic illustration of three arrangements tubes, with their
asymptotic regions (Aλ) and tube propagators (Pλ). The scattering wave
functions and normal derivatives are required to be continuous across the three
match surfaces (Mαβ, Mαγ, Mβγ):e.g. ΨαI = ΨαII and n̂ ∗∇ΨαI = n̂ ∗∇ΨαII
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